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I. 	Introduction
On April 4, 2019, the Committee on Technology, chaired by Council Member Peter Koo, will hold a hearing to receive an update on Local Law 49 of 2018, in relation to automated decision systems used by agencies.  The Committee expects to receive testimony from representatives of the Mayor’s Office of Operations, the Mayor’s Office of Data Analytics, advocacy groups and other interested members of the public.
II. 	Background 
The Oxford English Dictionary defines an algorithm as “a procedure or set of rules used in calculation and problem-solving.”[footnoteRef:1] The term originally meant nothing more than basic arithmetic. Now, with the advent of more advanced computers and the ability to collect, compute, and compare ever-larger amounts of data, algorithms have become more complex and powerful. Significantly, algorithms represent the promise and peril of social engineering on a scale larger, yet more precise, than ever before.[footnoteRef:2] [1:  Algorithm, OXFORD ENGLISH DICTIONARY (3d ed. 2012), http://www.oed.com/view/Entry/4959?redirectedFrom=algorithms. ]  [2:  See Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 62, 63 (2019).] 

The use of mathematical principles to solve social problems is not new. Currently, the Social Security Administration uses algorithms to aid its agents in evaluating benefits claims; the Internal Revenue Service uses them to select taxpayers for audit; the Food and Drug Administration uses algorithms to study patterns of foodborne illness; the Securities and Exchange Commission uses them to detect trading misconduct; local police departments employ algorithms to help predict the emergence of crime surges; courts use them to help sentence defendants; and parole boards use them to predict who is least likely to reoffend.[footnoteRef:3] Currently, New York City uses algorithms to assist officials in predicting where crimes may occur, placing students in public schools and scheduling building inspections, among other things.[footnoteRef:4]  [3:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 64–65 (2019).]  [4:  Benjamin Freed, New York City’s Algorithm Task Force to Hold First Public Meetings Nearly a Year After Creation, STATESCOOP, March 29, 2019, https://statescoop.com/new-york-citys-algorithm-task-force-to-hold-first-public-meetings-nearly-a-year-after-creation/. ] 

Benefits of Algorithms 
Algorithms hold tremendous value. Their data promises significant benefits to the economy, allows consumers to find and sort products more quickly, which in turn lowers search costs. Artificial Intelligence (AI), among other things, can aid the detection of financial mismanagement, identity theft and credit card fraud.[footnoteRef:5] [5:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 65 (2019).] 

Algorithmically informed decision making promises increased efficacy and fairness in the delivery of government services. As demonstrated in the medical profession, actuarial prediction is sometimes measurably better than clinical prediction: formalized analysis of datasets can result in better assessments of risk than less formal professional determinations developed over years of experience in practice.[footnoteRef:6] Data analysis can reveal patterns not previously noticed, recognized or precisely quantified. For example, systematic tracking of Yelp restaurant reviews can inform city health inspectors about food-borne illnesses emerging from the restaurants in their jurisdictions.[footnoteRef:7] Integrating data across siloed administrative domains, such as education and general welfare, and then using that data to prioritize families in need of government help, can improve social service delivery.[footnoteRef:8]  [6:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 115–16 (2018).]  [7:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 115–16 (2018) (citing See Edward L. Glaeser et al., Big Data and Big Cities: The Promises and Limitations of Improved Measures of Urban Life (Harv. Bus. Sch. NOM Unit, Working Paper No. 16-065, 2015), http://dash.harvard.edu/bitstream/handle/1/24009688/16-065.pdf). ]  [8:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 115–16 (2018).] 


Risks Associated with Algorithms 

Although some of the benefits that can be offered by algorithmic decision-making include speed, efficiency and fairness, there is a common misunderstanding that algorithms automatically result in unbiased decisions.[footnoteRef:9] While the effects of algorithms' predictions can be troubling in themselves, they become even more problematic when government agencies use them to distribute resources or impose retribution. For example, an individual can be denied parole or credit, fired, or not hired for reasons they will never know and which cannot be articulated.[footnoteRef:10]  [9:  Simson Garfinkel, Jeanna Matthews, Stuart S. Shapiro, Jonathan M. Smith, “Toward Algorithmic Transparency and Accountability,” Communications of the ACM, Vol. 60 No. 9, Page 5, https://cacm.acm.org/magazines/2017/9/220423-toward-algorithmic-transparency-and-accountability/fulltext. ]  [10:  See Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103 (2018).] 

Most developers neither disclose their predictive models or algorithms[footnoteRef:11] nor publish the source code for their software, making it impossible for the consumer to inspect the system. Therefore, many criticize the “black box” as the result of those systems may be discriminatory, erroneous, or otherwise problematic.[footnoteRef:12]  [11:  An algorithmic process will typically involve (1) the construction of a model to achieve some goal, based on analysis of collected historical data; (2) the coding of an algorithm that implements this model; (3) collection of data about subjects to provide inputs for the algorithm; (4) application of the prescribed algorithmic operations on the input data; and (5) outputs in the form of predictions or recommendations based on the chain of data analysis. Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 107–08 (2018).]  [12:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 107–08 (2018).] 

Generally, a limited disclosure of an algorithm tells you very little, because its effects cannot be interpreted by a simple reading of the code. A source code disclosure is just a partial solution to the problem of algorithmic accountability. It is hard to know, as a general matter, whether something is potentially unlawful, particularly given the grey areas of legal interpretation.[footnoteRef:13] The Arnold Foundation, developer of Public Safety Assessment (“PSA”),[footnoteRef:14] has disclosed its relatively simple algorithms to the public. PSA can be implemented without a computer by tallying up points for various factors, and then applying a conversion formula to obtain the final risk assessment. However, the Arnold Foundation provided next to nothing about its development process,[footnoteRef:15] it has not revealed how it generated the algorithms, or whether it performed pre- or post-implementation validation tests and, if so, what the outcomes were. Nor has it disclosed, in quantitative or percentage terms, what “low risk” and “high risk” mean.[footnoteRef:16] [13:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 137 (2019).]  [14:  Public Safety Assessment (PSA) is a pretrial risk assessment tool developed by the Laura and John Arnold Foundation, designed to assist judges in deciding whether to detain or release a defendant before trial.  PSA includes three different risk assessment algorithms, which are intended to assess the risks that a released defendant will, respectively, fail to appear for trial; commit a crime while on release; or commit a violent crime while on release.
The three algorithms operate by assigning points based on nine facts about the defendant's criminal history; some facts are used for only one or two of the algorithms, while others are used for all three. For the failure-to-appear and commission-of-crime assessments, the raw point scores are converted to a six-point scale, in which one signifies lowest risk and six signifies highest risk. For the commission-of-violent-crime assessment, the raw score is converted into a binary yes/no answer; a crime committed is either likely to be violent, or likely not to be violent.]  [15:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 137 (2018).]  [16:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103, 138 (2018).] 

Bias generally can result from one of two cause during the development of an algorithm. The first is largely internal to the process of data collection--when errors in data collection, like inaccurate methodologies, which lead to inaccurate depictions of reality.[footnoteRef:17] The second type, however, comes from an external source. It happens when the underlying subject matter draws on information that reflects or internalizes some forms of structural discrimination and thus biases the resulting data.[footnoteRef:18]  [17:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019) (citing Kate Crawford et al., The AI Now Report: The Social and Economic Implications of Artificial Intelligence Technologies in the Near-term, 6-7 (2016), https://ainowinstitute.org/AI_Now_2016_Report.pdf. ]  [18:  See Joanna Bryson, Three Very Different Sources of Bias in AI, and How to Fix Them, Adventures NI (July 13, 2017), http://joanna-bryson.blogspot.com/2017/07/three-very-different-sources-of-bias-in.html.  [https://perma.cc/B77S-46DY] (demonstrating that bias is introduced to artificial intelligence when there is poor quality data that is tainted with human biases and/or when the formal models behind AI are not well reasoned);Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019). ] 

Imagine, a situation where data on job promotions might be used to predict career success, but the data was gathered from an industry that systematically promoted men instead of women. While the first kind of bias can often be mitigated by “cleaning the data” or improving the methodology, the latter might require interventions that raise complex political ramifications because of the structural nature of the remedy that is required.  Hence, bias can surface during the input phase (when the source data is biased because it may lack certain types of information), during categorization (when bias appears in the categorization of the baseline data), or through programming bias (when bias occurs from a smart algorithm learning and modifying itself from interaction with human users or incorporating new data).[footnoteRef:19]  [19:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019) (citing Nizan Geslevich Packin & Yafit Lev-Aretz, Learning Algorithims and Discrimination, in Research Handbook on the Law of Artificial Intelligence 9 (Woodrow Barfield & Ugo Pagallo eds., 2018)).] 

Transparency 
In the public sector, the obscurity of algorithmic decision-making is particularly problematic to governmental decisions which may have significant variables and because democratically elected governments have special duties of accountability.[footnoteRef:20] Therefore, it is essential that the public knows how an algorithm was chosen, developed, and tested. Government oversight bodies should be able to ask for information about how a new policy was devised and implemented. However, with the use of algorithms and AI, such information could become practically unavailable for the general public.  [20:  See Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103 (2018).] 

In order to promote governmental transparency several jurisdictions, including New York, made substantial steps to promote transparency in the automated decision making process. For example, Idaho’s House Bill 118 requires that the algorithms are free of bias before they are used. Even more important, it calls for making the data behind them open-source. This will have a profound effect across the country, as it will allow researchers to conduct bona fide analyses as to whether these ubiquitous tools truly work and whether or not they address the glaring problem of racial bias in our criminal justice system.[footnoteRef:21] H-118’s call for nationwide transparency echoes recommendations made more than two years ago by New York University’s AI Now Institute, which declared, “Core public agencies, such as those responsible for criminal justice, healthcare, welfare, and education (e.g., ‘high stakes’ domains) should no longer use ‘black box’ AI and algorithmic systems.” [21:  Jeff Clayton,The Black Box of Bail Algorithms: One Sensible Solution, March 14, 2019, https://www.jurist.org/commentary/2019/03/jeff-clayton-bail-algorithm/.  ] 

In New York City, in order to examine automated decision systems (ADS) and to promote governmental transparency, the City enacted legislation[footnoteRef:22] that requires the creation of a task force that provides recommendations on how information on agency automated decision systems may be shared with the public and how agencies may address instances where people are harmed by agency automated decision systems.  Local Law 49 of 2018 (LL 49/2018) requires that task force to issue a report 18 months after the task force is established, recommending procedures for reviewing and assessing City algorithmic tools to ensure equity and fairness.[footnoteRef:23]   [22:  Local Law 49 of 2018 (LL 49/2018).]  [23:  Press Release, Mayor de Blasio Announces First-In-Nation Task Force to Examine Automated Decision Systems Used by the City, May 16, 2018, https://www1.nyc.gov/office-of-the-mayor/news/251-18/mayor-de-blasio-first-in-nation-task-force-examine-automated-decision-systems-used-by. ] 

The ADS task force consists of 18 members[footnoteRef:24] and three co-chairs including Jeff Thamkittikasem, Director of the Mayor’s Office of Operations, and co-chaired by Kelly Jin, Chief Analytics Officer and Director of the Mayor’s Office of Data Analytics, and Brittny Saunders, Deputy Commissioner of Strategic Initiatives at the NYC Commission on Human Rights.[footnoteRef:25] The ADS task force consists of representatives from various government agencies and advocates from private entities, nonprofit organizations and research organizations, including NYC Department of Social Services, New York City Police Department,  Mayor’s Office of Criminal Justice,  NYC Administration for Children’s Services [footnoteRef:26]  [24:  Solon Barocas, Assistant Professor, Cornell University; Shelby Chestnut, National Organizing and Policy Strategist, Transgender Law Center, Khalil Cumberbatch; Chief Strategist, New Yorkers United for Justice, Howard Friedman; General Counsel, NYC Department of Education; Judith H. Germano, Esq., Founder, GermanoLaw LLC; Senior Fellow on Cybersecurity, NYU Center on Law & Security Senior Fellow, NYU Center for Cybersecurity and NYC Center on Law & Security; Dan Hafetz, Special Counsel to the First Deputy Commissioner, NYC Department of Social Services; Tanya Meisenholder, Assistant Commissioner for Strategic Initiatives, New York City Police Department; Afaf Nasher, Esq., Executive Director, Council on American-Islamic Relations – New York; Michael Replogle, Deputy Commissioner for Policy, NYC Department of Transportation; Jennifer Rodgers, Esq., Former Executive Director, Center for the Advancement of Public Integrity at Columbia Law School; Julie Samuels, Esq., Executive Director, Tech:NYC; Susan Sommer, General Counsel, Mayor’s Office of Criminal Justice; Vincent Southerland, Esq., Executive Director, Center on Race, Equality, and the Law at NYU Law School; Julia Stoyanovich, Assistant Professor of Computer Science and Engineering, Assistant Professor of Data Science, New York University; Andrew White, Deputy Commissioner for Policy and Planning, NYC Administration for Children’s Services; Meredith Whittaker, Co-Founder and Co-Director, AI Now Institute at NYU; Distinguished Research Scientist at NYU; Founder of Google’s Open Research Group; Maya D. Wiley, Esq., Senior Vice President for Social Justice, The New School; Co-Director, Digital Equity Laboratory at The New School; Jeannette M. Wing, Avanessians Director of the Data Science Institute and Professor of Computer Science at Columbia University, https://www1.nyc.gov/site/adstaskforce/members/members.page. ]  [25:  See, NYC Automated Decision Systems Task Force at https://www1.nyc.gov/site/adstaskforce/index.page. ]  [26:  Id.] 

The ADS task force will be holding its first public meeting on April 30, 2019 to allow the public to engage with and be updated on the progress of the ADS task force.  The meeting will address the development of the criteria for choosing which systems fall under the task force purview, the process for determining whether an algorithm has a disproportionate impact on the basis of race or gender and how to address those impacts if they’re found to exist.[footnoteRef:27]  The meeting will also allow advocates and experts to provide testimony in an effort to assist the ADS task force as it develops its recommendations that will be included in the report that is due in December of this year.[footnoteRef:28] Another public meeting is scheduled for May 30, 2019.[footnoteRef:29] In addition to the public meetings, the ADS task force will also hold a number of summertime community meetings where task force members will engage in discussions with members of the public to gain further insight and feedback on algorithms.[footnoteRef:30] [27:  Benjamin Freed, “New York City’s Algorithm Task Force to Hold First Public Meetings Nearly a Year After Creation,” StateScoop, March 29, 2019, https://statescoop.com/new-york-citys-algorithm-task-force-to-hold-first-public-meetings-nearly-a-year-after-creation/. ]  [28:  Press Release, “Automated Decision Systems Task Force Announces Spring Public Forums.” March 27, 2019, https://www1.nyc.gov/assets/operations/downloads/pdf/news/ADS-Press-Release-032719.pdf. ]  [29:  Benjamin Freed, “New York City’s Algorithm Task Force to Hold First Public Meetings Nearly a Year After Creation,” StateScoop, March 29, 2019, https://statescoop.com/new-york-citys-algorithm-task-force-to-hold-first-public-meetings-nearly-a-year-after-creation/. ]  [30:  Press Release, “Automated Decision Systems Task Force Announces Spring Public Forums.” March 27, 2019, https://www1.nyc.gov/assets/operations/downloads/pdf/news/ADS-Press-Release-032719.pdf. 
] 

III. Conclusion
The Committee looks forward to testimony from the Administration and advocates to discuss the progress of the ADS task force established by Local Law 49, and to understand the challenges faced by the ADS task force to review whether algorithms used by City agencies are fair and just. 
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