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I.	INTRODUCTION 
On February 24, 2023, the Committee on Consumer and Worker Protection, chaired by Council Member Marjorie Velázquez, will conduct an oversight hearing on the use of facial recognition technology by businesses in New York City. The Committee will also hear Proposed Introduction Number 8-A (“Proposed Int. No. 8-A”), related to the disclosure of total ticket costs in advertisements for entertainment events in New York City. Those invited to testify include representatives from the Department of Consumer and Worker Protection (DCWP), entertainment venue owners and operators, ticket sellers, chambers of commerce, research and advocacy groups, community-based non-profit organizations, and other interested members of the public.
II.	BACKGROUND
a. How Facial Recognition Technology Works
Facial recognition is one of several technologies that identify individuals by measuring and analyzing unique behavioral or physiological characteristics known as biometrics.[footnoteRef:2] Once prohibitively expensive and ridden with inaccuracies, advances in the quality and availability of digital cameras and images, computing power, and the artificial intelligence which underpins facial recognition have made this technology affordable and effective for a wide range of commercial uses.[footnoteRef:3]  [2:  There are two main classes of biometrics data: behavioral and physiological.  Behavioral characteristics concern the behavior of an individual such as a keystroke, signature or voice. Physiological biometrics concern the shape or composition of the body such as faces, fingerprints, iris scans, and DNA. 
Executive Office of the President, National Science and Technology Council, Subcommittee on Biometrics, The National Biometrics Challenge (September 2011).]  [3:  Maneesha Mithal, Testimony of the Federal Trade Commission on the Use of Facial Recognition Technology by Governments and the Private Sector, SENATE COMMITTEE ON THE JUDICIARY: SUBCOMMITTEE ON PRIVACY, TECHNOLOGY, AND THE LAW (July 18, 2012). ] 

Facial recognition technology identifies individuals from photos, video, or real-time surveillance by analyzing facial patterns and comparing facial images to records stored in a database.[footnoteRef:4] In order to complete these functions, facial recognition technologies transform an image of a face into a unique mathematical representation called a “template” or “faceprint.”[footnoteRef:5] Matching algorithms can then compare the templates from different images and calculate the likelihood that they came from the same individual.[footnoteRef:6]  Facial recognition technology allows for: (1) classification, which estimates the gender, age, race, or expression of an individual depicted in an facial image; (2) verification, which compares two facial images and determines whether the two individuals depicted are the same; and (3) identification, which compares a photo of a single individual’s face to a database of stored facial images to determine if there is a potential match.[footnoteRef:7] The image below illustrates the process used in verification and identification.[footnoteRef:8]   [4:  Tarun Agarwal, Biometric Sensors—Types and Its Workings, ELPROCUS, www.elprocus.com/different-types-biometric-sensors/.  ]  [5:  Joy Buolamwini, Vicente Ordóñez, Jamie Morgenstern, and Erik Learned-Miller, Facial Recognition Technologies: A Primer, ALGORITHMIC JUSTICE LEAGUE (May 29, 2020). ]  [6:  Candice N. Wright, Facial Recognition Technology: Federal Agencies’ Use and Related Privacy Protections, GAO-22-106100 (June 29, 2022).]  [7:  Id.]  [8:  Id.] 
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b. Business Uses of Facial Recognition Technology
Businesses use facial recognition technology to help them achieve both safe and efficient operations. As facial recognition products improve and become accessible to more businesses, the industry is expected to grow from a value of $3.83 billion in 2020 to $16.7 billion by 2030.[footnoteRef:9] [9:  Y. Beesetty, K. Shadaab, B. Pramod, and K. Vineet, Facial Recognition Market: Global Opportunity Analysis and Industry Forecast, 2021-2030, ALLIED MARKET RESEARCH (February 2022), https://www.alliedmarketresearch.com/facial-recognition-market. ] 

1. Retail 
Facial recognition is viewed by some as an important tool in the toolbox of “the future of shopping,” and retailers are experimenting with the technology’s potential to reduce theft and to personalize the shopping experience.[footnoteRef:10]  [10:  Elias Wright, The Future of Facial Recognition Is Not Fully Known: Developing Privacy and Security Regulatory Mechanisms for Facial Recognition in the Retail Sector, 29 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 611, 685 (2019).] 

FaceFirst, which has said it works with one-quarter of the largest retailers in North America, specifically markets its facial recognition technology to the retail sector as a loss prevention and security measure.[footnoteRef:11] When a person walks through a store's entrance, a FaceFirst video camera captures multiple images of the shopper, selects the clearest one, and adds the image to the store's client database.[footnoteRef:12] After being added to the database, the software can recognize the customer on each subsequent visit to the store and can alert store employees within seconds of the person’s entrance. When theft occurs, an employee identifies the person on video footage after the incident and asks the software to alert them the next time the same person walks into one of their locations.[footnoteRef:13] Retailers can also manually add individuals to a watch list based on information from nearby stores or police records.[footnoteRef:14] In 2022, FaceFirst reported that it ran more than 12 trillion face comparisons a day for its customers, up from 100 million in 2017.[footnoteRef:15]  [11:  Nick Coult, Facial Recognition Software: Coming Soon to Your Local Retailer?, CRIME REP. (Apr. 23, 2018), https://thecrimereport.org/2018/04/23/facial-recognition-software-coming-soon-to-your-local-retailer; Elias Wright, The Future of Facial Recognition Is Not Fully Known: Developing Privacy and Security Regulatory Mechanisms for Facial Recognition in the Retail Sector, 29 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 611, 685 (2019).]  [12:  See David Lumb, Is Facial Recognition The Next Privacy Battleground?, FAST CO. , Jan. 26, 2015, http://www.fastcompany.com/3040375/is-facial-recognitionthenext-privacy-battleground;Vincent Nguyen, Shopping for Privacy: How Technology in Brick-and-Mortar Retail Stores Poses Privacy Risks for Shoppers, 29 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 535, 569 (2019).]  [13:  Lauren Debter, Retailers Quietly Deploying Controversial Technology To Combat Crime Spree, FORBES (January 31, 2022), https://www.forbes.com/sites/laurendebter/2022/01/31/retailers-quietly-deploying-controversial-technology-to-combat-crime-spree/?sh=4252dece7689]  [14:  Vincent Nguyen, Shopping for Privacy: How Technology in Brick-and-Mortar Retail Stores Poses Privacy Risks for Shoppers, 29 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 535, 543–44 (2019).]  [15:  Lauren Debter, Retailers Quietly Deploying Controversial Technology To Combat Crime Spree, FORBES (January 31, 2022), https://www.forbes.com/sites/laurendebter/2022/01/31/retailers-quietly-deploying-controversial-technology-to-combat-crime-spree/?sh=4252dece7689 ] 

Facial recognition technology is also used for marketing purposes in retail settings. Many Walgreens locations incorporate technology that embeds cameras, sensors, and digital screens into cooler doors, creating smart displays that target ads to individual customers based on their age and gender, facial expressions, and external factors that may influence consumer desires such as the weather.[footnoteRef:16] In addition, facial recognition can be used by retailers to connect online with offline behaviors and track in-store product engagement.[footnoteRef:17] Retailers can purchase the data obtained by social media platforms to “develop a broad picture about a consumer, such as identifying that the individual owns a house, runs marathons, eats healthy food, has a premium bank card, and is good in financial health.”[footnoteRef:18] Based on this information, retailers can manipulate the availability, cost, and appeal of an item.[footnoteRef:19] In-store cameras also track what goods a customer looks at and what they eventually purchase to send the shopper targeted ads for the products they did not buy.[footnoteRef:20] [16:  Kiely Kuligowski, Facial Recognition Advertising: The New Way to Target Ads to Consumers, BUS. NEWS DAILY (January 23, 2023), https://www.businessnewsdaily.com/15213-walgreens-facial-recognition.html ]  [17:  Chris Frey, Revealed: How Facial Recognition Has Invaded Shops--and Your Privacy, THE GUARDIAN (Mar. 3, 2016), https://www.theguardian.com/cities/2016/mar/03/revealed-facial-recognition-software-infiltrating-cities-saks-toronto; see also Sapna Maheshwari, Stores See a Future Without “May I Help You?” (They'll Already Have Your Data), N.Y. TIMES (Mar. 10, 2019), https://www.nytimes.com/2019/03/10/business/retail-stores-technology.html (discussing that through facial recognition “stores could send automatic text messages and receive theirs profiles to assist them better” allowing stores to “immediately know customers’ identities and personal preferences when they arrived”); Elias Wright, The Future of Facial Recognition Is Not Fully Known: Developing Privacy and Security Regulatory Mechanisms for Facial Recognition in the Retail Sector, 29 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 611, 685 (2019).]  [18:  Seth Schoen, New Cookie Technologies: Harder to See and Remove, Widely Used to Track You, ELEC. FRONTIER FOUND, Sept. 14, 2009, https://www.eff.org/deeplinks/2009/09/new-cookie-technologies-harder-see-and-remove-wide; Vincent Nguyen, Shopping for Privacy: How Technology in Brick-and-Mortar Retail Stores Poses Privacy Risks for Shoppers, 29 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 535, 569 (2019). ]  [19:  See, e.g. Stephanie Pandolph, Shoppers Expect More Personalization, BUS. INSIDER (Oct. 26, 2017), https://www.businessinsider.com/shoppers-expect-more-personalization-2017-10; Victoria Greene, 7 Examples of Big Data Personalization, BIG DATA (Oct. 11, 2018), https://bigdata-madesimple.com/7-examples-of-big-data-retail-personalization/; Vincent Nguyen, Shopping for Privacy: How Technology in Brick-and-Mortar Retail Stores Poses Privacy Risks for Shoppers, 29 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 535, 569 (2019). ]  [20:  James Andrew Lewis and William Crumpler, Questions about Facial Recognition, CENTER FOR STRATEGIC AND INTERNATIONAL STUDIES (February 3, 2021), https://www.csis.org/analysis/questions-about-facial-recognition ] 

2. Entertainment Venues
The use of facial recognition technology at entertainment venues dates to at least the early 2000s. In January 2001, facial recognition technology was installed at the Raymond James Stadium by the Tampa Police Department to scan the faces of Super Bowl attendees.[footnoteRef:21] Since then, this technology has proliferated in arenas across the country.[footnoteRef:22] Venues use the technology for security and operational purposes to determine who may enter the premises, such as employees and vendors.[footnoteRef:23] The technology has also purportedly been used to identify stalkers at Taylor Swift concerts.[footnoteRef:24] In 2018, Live Nation and Ticketmaster invested in Blink Identity, a company that specializes in military-grade facial recognition software, and explored replacing tickets with facial recognition technology.[footnoteRef:25]  [21:  Robert H. Thornburg, Face Recognition Technology: The Potential Orwellian Implications and Constitutionality of Current Uses Under the Fourth Amendment, 20 J. MARSHALL J. COMPUTER & INFO. L. 321 (Winter 2002).]  [22:  Kevin Draper, Madison Square Garden Has Used Face-Scanning Technology on Customers, N.Y. TIMES (March 13, 2018), https://www.nytimes.com/2018/03/13/sports/facial-recognition-madison-square-garden.html]  [23:  See supra, note 28.  ]  [24:  Steven Knopper, Why Taylor Swift Is Using Facial Recognition at Concerts, ROLLING STONE (December 13, 2018), https://www.rollingstone.com/music/music-news/taylor-swift-facial-recognition-concerts-768741/.]  [25:  Maggie Serota, Ticketmaster Explores Replacing Tickets With Facial Recognition, SPIN (May 8, 2018), available at: https://www.spin.com/2018/05/ticketmaster-facial-recognition-blink-live-nation/] 

Several artists and advocates have spoken out against the use of facial recognition technology in entertainment venues. Fight For the Future, a nonprofit digital rights group campaigning to ban facial recognition software as a law enforcement tool, launched a campaign against the use of the technology at concerts and festivals that garnered support from prominent musical acts.[footnoteRef:26] Musicians have also expressed concerns that the technology will be used to target undocumented immigrants.[footnoteRef:27] In response, several major music festivals announced they would cease using the technology.[footnoteRef:28] In  addition, Live Nation clarified their intent to use the technology stating that they “do not currently have plans to deploy facial recognition technology at our clients’ venues” and that any future use of the technology would be “strictly opt-in.”[footnoteRef:29]  [26:  Rage Against the Machine’s Tom Morello, Amanda Palmer, Downtown Boys, Anti-Flag, and others have spoken up in support of the campaign; Amanda Gersten, Musicians and Activists Speak Out Against Ticketmaster’s Investment in Facial Recognition Technology, PASTE MAGAZINE (September 10, 2019), https://www.pastemagazine.com/articles/2019/09/musicians-and-activists-speak-out-against-ticketma.html.]  [27:  Dan Reilly, Musicians and Fans Unite to Keep Facial Recognition Tech Out of Concerts, FORTUNE (September 30, 2019), https://fortune.com/2019/09/30/ban-facial-recognition-live-events-music-festivals-concerts/.]  [28:  Festivals that committed to cease using facial recognition technology include Governor’s Ball in New York City, Bonnaroo in Tennessee, Punk Rock Bowling in Las Vegas, Electric Forest in Michigan, and Austin City Limits; Id.; Ben Kaye, Bonnaroo Electric Forest, Austin City Limits Festivals Say They Won’t Use Facial Recognition Tech, CONSEQUENCE OF SOUND (September 30, 2019), https://consequenceofsound.net/2019/09/bonnaroo-electric-forest-austin-city-limit-festivals-facial-recognition/. ]  [29:  Matt O’Brien, Concert promoters step back from facial recognition tech, for now, ASSOCIATED PRESS (October 31, 2019), https://www.latimes.com/business/technology/story/2019-10-31/aeg-live-nation-step-back-from-facial-recognition.  ] 

3. Casinos 
Casinos were one of the first industries to adopt facial recognition technology.[footnoteRef:30] The technology was introduced as far back as 1994 at the Bally’s Las Vegas Hotel and Casino in Las Vegas, Nevada, but the technology at that time was not advanced enough to follow a person or to identify faces unless the person looked straight at the camera.[footnoteRef:31] By the early 2000s, facial recognition had become a staple at casinos and today casinos make extensive use of facial recognition to classify customers by risk and preferences, prevent the entry of known gambling addicts or troublesome customers, and offer special perks to loyal or elite patrons.[footnoteRef:32] [30:  See Dan Koeppel, Casino Hackers, CNN (Oct. 23, 2006), http://www.cnn.com/2006/TECH/07/13/popsci.gambling/; Stacy Norris, "... and the Eye in the Sky Is Watching Us All" - the Privacy Concerns of Emerging Technological Advances in Casino Player Tracking, 9 UNLV GAMING L.J. 269, 291 (2019).]  [31:  Stacy Norris, "... and the Eye in the Sky Is Watching Us All" - the Privacy Concerns of Emerging Technological Advances in Casino Player Tracking, 9 UNLV GAMING L.J. 269, 291 (2019) (citing Jamie Condliffe, Facial recognition is getting incredibly powerful, and even more controversial, BUS. INSIDER (Sept. 8, 2017), http://www.businessinsider.com/facial-recognition-controversy-improvement-2017-9). ]  [32:  James Andrew Lewis and William Crumpler, Questions about Facial Recognition, Center for Strategic and International Studies (February 3, 2021), https://www.csis.org/analysis/questions-about-facial-recognition] 

4. Employee Management
Facial recognition is widely marketed to employers for human resource management and security purposes. There are a wide range of products that use facial recognition technology to replace employee timesheets and keycards.[footnoteRef:33] In the trucking industry, it is becoming increasingly common to have a camera trained on a driver’s face that uses AI to monitor eye and head movements with the aim of identifying fatigue.[footnoteRef:34] Companies have also developed tools that claim to determine how hard someone is concentrating in a meeting by analyzing facial muscle movements.[footnoteRef:35]  [33:  Examples of employee time clock and access control software powered by facial recognition include Timeero, Fareclock, Jibble, QuickBooks Time, FaceIN, and ClockShark. ]  [34:  Karen Levy, Data Driven: Truckers, Technology, and the New Workplace Surveillance, PRINCETON UNIVERSITY PRESS (December 6, 2022). ]  [35:  See Fujitsu Laboratories Ltd., Fujitsu Develops AI Model to Determine Concentration During Tasks Based on Facial Expression (March 01, 2021), https://www.fujitsu.com/global/about/resources/news/press-releases/2021/0301-02.html. ] 

The use of facial recognition technology to monitor employees has become far more pervasive since the onset of the COVID-19 pandemic.[footnoteRef:36] Inside the workplace, Amazon installed facial recognition-enabled cameras in its warehouses to detect whether an employee has violated social distancing rules.[footnoteRef:37] With millions working from home, demand surged for software that can track keystrokes or snap pictures with employees’ computer cameras.[footnoteRef:38] Some software aims to judge employees’ level of attention or distraction and kicks them out of their work networks if it senses that they are not focused enough; employees report that if they look away for too many seconds, their dog walks by, or they shift in their chair, they need to scan their face back in.[footnoteRef:39]  [36:  Trade Regulation Rule on Commercial Surveillance and Data Security, 87 FED. REG. 51273 (August 22, 2022).]  [37:  Annie Palmer, Amazon using cameras to enforce social distancing rules at warehouses, CNBC (June 16, 2020), https://www.cnbc.com/2020/06/16/amazon-using-cameras-to-enforce-social-distancing-rules-at-warehouses.html ]  [38:  Adam Satariano, How My Boss Monitors Me While I Work From Home, N. Y. Times (May 6, 2020), https://www.nytimes.com/2020/05/06/technology/employee-monitoring-work-from-home-virus.html. ]  [39:  Drew Harwell, Contract Lawyers Face a Growing Invasion of Surveillance Programs That Monitor Their Work, WASH. POST (Nov. 11, 2021), https://www.washingtonpost.com/technology/2021/11/11/lawyer-facial-recognition-monitoring/; Danielle Abril and Drew Harwell, Keystroke tracking, screenshots, and facial recognition: The box may be watching long after the pandemic ends, WASH. POST (Sept. 24, 2021), https://www.washingtonpost.com/technology/2021/ 09/24/remote-work-from-home-surveillance/.  ] 

c. Concerns Related to Facial Recognition Technology 
Despite significant improvements in the technology over the last decades, facial recognition can be used without consent, can still be prone to error, can be used for inappropriate purposes, and creates a risk of data theft. In addition, errors in facial recognition technology disparately impact people of color, women, and young people.
1. Accuracy
Facial recognition algorithms assess the likelihood that two faceprints represent the same individual based on incomplete data.[footnoteRef:40] These kinds of assessments are never error free, but when an individual’s face is partially obscured, is facing to the side rather than the front, the image quality is low, or the lighting is not proper, the verification will be less reliable. [footnoteRef:41]  [40:  Winston Maxwell and Stephan Clémençon, Why facial recognition algorithms can’t be perfectly fair, THE CONVERSATION (July 20, 2020), https://theconversation.com/why-facial-recognition-algorithms-cant-be-perfectly-fair-142608. ]  [41:  Face Recognition, ELECTRONIC FRONTIER FOUNDATION (2017), at https://www.eff.org/pages/face-recognition;  ] 

A central challenge for facial recognition technology is the fact that two faceprints of the same person are rarely exactly the same; variations in hairstyle, camera angle, image resolution, lighting, make-up, and age can result in significant variability between the faceprints of a single individual.[footnoteRef:42] Conversely, two different people with similar superficial features (for example, a hairstyle or type of facial hair), or whose photos were taken under similar conditions, may have nearly identical faceprints.[footnoteRef:43] All of these factors influence the likelihood of facial recognition algorithms false positives, which occur when the algorithm thinks there’s a positive match between two facial images, but in fact there is no match (e.g. two different individuals with similar beards), or false negatives, when the algorithm says there’s no match, but in fact there should be one (e.g. the same person with and without makeup).[footnoteRef:44] [42:  Joy Buolamwini, Vicente Ordóñez, Jamie Morgenstern, and Erik Learned-Miller, Facial Recognition Technologies: A Primer, ALGORITHMIC JUSTICE LEAGUE (May 29, 2020).]  [43:  Id. ]  [44:  Winston Maxwell and Stephan Clémençon, Why facial recognition algorithms can’t be perfectly fair, THE CONVERSATION (July 20, 2020), https://theconversation.com/why-facial-recognition-algorithms-cant-be-perfectly-fair-142608.] 

Facial recognition technology has also faced a setback since the start of the COVID-19 pandemic and the increased use of face masks in public spaces. Accuracy rates have been improving as companies train their algorithms on masked faces, but results have been mixed.[footnoteRef:45] [45:  Alfred Ng “Facial recognition designed to detect around face masks is failing, study finds”, CNET, August 26, 2020, available at: https://www.cnet.com/health/facial-recognition-designed-to-detect-around-face-masks-is-failing-study-finds/. ] 

While the improvements in facial recognition accuracy rates are laudable, even seemingly small error rates can have a negative impact on a substantial number of individuals. For example, a system with a false match rate of 1 in 500 deployed to control access to places of employment across a city with a working population of 2 million people would result in approximately 4,000 false matches per day.[footnoteRef:46] If the technology is being used to identify shoplifters in a retail chain and 2 million people enter the store’s locations each day, which would mean 4,000 individuals could be falsely identified as shoplifters on a daily basis.  [46:  Joy Buolamwini, Vicente Ordóñez, Jamie Morgenstern, and Erik Learned-Miller, Facial Recognition Technologies: A Primer, ALGORITHMIC JUSTICE LEAGUE (May 29, 2020).] 





2. Racial, Gender, and Age Bias
[image: ]It is critical to note that the errors in facial recognition technology are not distributed equally across the population. Studies consistently show that facial recognition technologies are significantly less accurate for women, children, African Americans, and Asians, even when the image quality is highly controlled.[footnoteRef:47] The National Institute of Standards and Technology quantified the accuracy of multiple face recognition algorithms and found that false positive identification rates are higher for West and East African and East Asian people than Eastern European individuals; are higher in women than men; and are higher for the elderly and children than middle-aged adults by one or two orders of magnitude (i.e., 10x, 100x) across all of the products tested.[footnoteRef:48] This is clearly illustrated in the graph below, which shows the accuracy rates of different facial recognition software products by gender and skin color.[footnoteRef:49]   [47:  Alex Najibi, Racial discrimination in face recognition technology, HARVARD UNIVERSITY (October 24, 2020), http://sitn.hms.harvard.edu/flash/2020/racial-discrimination-in-face-recognition-technology/. ]  [48:  Patrick Grother, Mei Ngan, and Kayee Hanaoka, Face Recognition Vendor Test Part 3: Demographic Effects, NATL. INST. STAND. TECHNOL. INTERAG. INTERN. REP. 8280 (December 2019).]  [49:  Alex Najibi, Racial discrimination in face recognition technology, HARVARD UNIVERSITY (October 24, 2020), http://sitn.hms.harvard.edu/flash/2020/racial-discrimination-in-face-recognition-technology/. ] 

The heart of the problem lies not necessarily with the technology itself, but with how the AI systems are trained.[footnoteRef:50] Training facial recognition algorithms to identify the transformations that most effectively and reliably generate accurate faceprints systems involves providing them with large datasets of images with the goal of correctly determining which are from the same person.[footnoteRef:51] As the system churns through hundreds of thousands or millions of face images, the algorithm tweaks its performance to improve its accuracy.[footnoteRef:52] For facial recognition to be both accurate and fair, training data sets must be large enough and diverse enough to encompass the many ways in which faces inherently differ.[footnoteRef:53] Facial recognition systems that are trained on a biased data set will reflect those biases. [50:  Michele Merler, Nalini Ratha, Rogerio Feris, John R. Smith, IBM Research AI, IBM T. J. Watson Research Center, April 10, 2019, https://arxiv.org/pdf/1901.10436.pdf?. ]  [51:  William Crumpler and James A. Lewis, How Does Facial Recognition Work? A Primer, CENTER FOR STRATEGIC AND INTERNATIONAL STUDIES (June 2021).]  [52:  Id. ]  [53:  Id.] 

Bias in facial recognition is exacerbated by underrepresentation or over-representation of certain types of faces in many of the publicly available data sets used to train the algorithms which underpin the technology.[footnoteRef:54] For example, in 2018 the ACLU used Amazon’s “Rekognition” facial recognition software to compare a database of 25,000 publicly available arrest photos with public photos of every member of the House and Senate.[footnoteRef:55] The software incorrectly matched 28 members of Congress, identifying them as other people who have been arrested for a crime. Those false matches were disproportionately of people of color, including six members of the Congressional Black Caucus, reflecting the racial bias in the comparison database of arrest photos.  [54:  Id. ]  [55:  Jacob Snow, Amazon’s Face Recognition Falsely Matched 28 Members of Congress With Mugshots, ACLU (July 26, 2018). ] 


3. Consent and Privacy
The ubiquity of facial recognition technology also raises serious concerns over where a person can expect a degree of privacy and anonymity. Facial recognition is designed to operate at a distance and individuals cannot reasonably prevent themselves from being photographed and identified by cameras that could be anywhere.[footnoteRef:56] Further, as previously distinct data sets—such as credit card purchases or social media activity—are shared and combined with facial recognition data, the risk increases that previously innocuous datasets will be combined and analyzed in ways that threaten people’s rights and safety.[footnoteRef:57] [56:  Sharon Nakar, Dov Greenbaum, Now You See Me. Now You Still Do: Facial Recognition Technology and the Growing Lack of Privacy, 23 B.U. J. SCI. & TECH. L. 88, 96 (2017) (citing Sen. Franken Raises Concerns about Facial Recognition App that Lets Strangers Secretly Identify People, AL FRANKEN | SENATOR FOR MINNESOTA (Feb. 5, 2014), http://www.franken.senate.gov/?p=press_release&id=2699).]  [57:  Matthew Stewart, Data Privacy in the Age of Big Data, TOWARDS DATA SCIENCE (February 28, 2020), https://towardsdatascience.com/data-privacy-in-the-age-of-big-data-c28405e15508 ] 

In addition, the increasing availability of high-quality images online has resulted in numerous private and public databases of face images which may be sold, shared, or used in ways that the consumer does not necessarily understand or consent to. Photos that individuals upload to social media accounts or headshots on company websites can be added to facial recognition databases without the owner or subject’s consent. In a prominent case, Clearview AI “scraped” images from Facebook, YouTube, Venmo, LinkedIn, Instagram, and other websites to create a facial recognition database that contains a reported 20 billion photographs—the equivalent of nearly three per human on the planet.[footnoteRef:58] According to leaked documents, Macy’s Walmart, Kohl’s, Bank of America, Wells Fargo and a number of government agencies used Clearview AI’s product.[footnoteRef:59] In a similar situation, the cloud-based photo storage application Ever used customers’ photos to develop facial recognition software which they then sold to law enforcement, the military, and private companies without users’ consent.[footnoteRef:60] [58:  See Kashmir Hill, The Secretive Company That Might End Privacy as We Know It, N.Y. TIMES (Jan. 18, 2020), https://www.nytimes.com/2020/01/18/technology/clearview-privacy-facial-recognition.html; Billy Perigo, An AI Company Scraped Billions of Photos For Facial Recognition. Regulators Can't Stop It, TIME (May 27, 2022) https://time.com/6182177/clearview-ai-regulators-uk/.]  [59:  Ryan Mac, Caroline Haskins, and Logan McDonald “Clearview’s facial recognition app has been used by the Justice Department, ICE, Macy’s, Walmart, and the NBA”, BUZZFEED (February 27, 2020), https://www.buzzfeednews.com/article/ryanmac/clearview-ai-fbi-ice-global-law-enforcement. ]  [60:  Olivia Solon and Cyrus Farivar, Millions of People Uploaded Photos To The Ever App. Then The Company Used Them To Develop Facial Recognition Tools, NBC NEWS (May 9, 2019), https://www.nbcnews.com/tech/security/millions-people-uploaded-photos-ever-app-then-company-used-them-n1003371. ] 

To demonstrate the accessibility of powerful facial recognition software, The New York Times conducted an experiment using footage from three cameras that publicly stream footage of Bryant Park. [footnoteRef:61] They collected public images of people who worked near Bryant Park, primarily from their employers’ websites, and ran one day of footage through Amazon’s commercial facial recognition service—all for just $60.[footnoteRef:62] The team was able to detect 2,750 faces during a nine hour period and make several positive matches.[footnoteRef:63] While being identified as being in Bryant Park one lunchtime might seem innocuous enough, there are serious implications. This technology can cheaply and easily be used to learn people’s daily habits, or to reveal sensitive information about them; one of the individuals in The New York Times’s experiment was on his way to lunch with a job candidate when he was identified.[footnoteRef:64] In Hong Kong, facial recognition has been employed by rival sides to identify both protesters and police.[footnoteRef:65]  [61:  Sahil Chinoy, We built an ‘unbelievable’ (but legal) facial recognition machine, N.Y. TIMES (April 16, 2019), https://www.nytimes.com/interactive/2019/04/16/opinion/facial-recognition-new-york-city.html. ]  [62:  Id.]  [63:  Id.]  [64:  Id. ]  [65:  Paul Mozur, In Hong Kong Protests, Faces Become Weapons, N.Y. TIMES (July 26, 2019), https://www.nytimes.com/2019/07/26/technology/hong-kong-protests-facial-recognition-surveillance.html?searchResultPosition=16. ] 



4. Data Security 
Facial recognition relies on large stores of valuable personal data, making the systems a potential target of security breaches, information leaks by careless or corrupt employees, or even foreign intelligence agency break-ins.[footnoteRef:66] Breaches of facial recognition data presenting a serious risk for identity theft; unlike passwords, credit card numbers, or social security numbers, people cannot easily change their faces.[footnoteRef:67]  If cybercriminals or other bad actors access facial recognition data they gain information that can be permanently linked to an identity.[footnoteRef:68]  [66:  Sharon Nakar, Dov Greenbaum, Now You See Me. Now You Still Do: Facial Recognition Technology and the Growing Lack of Privacy, 23 B.U. J. SCI. & TECH. L. 88, 109 (2017).]  [67:  See, e.g., Arielle Pardes, Facial Recognition Tech Is Ready for Its Post-Phone Future, WIRED (September 10, 2018), https://www.wired.com/story/future-of-facial-recognition-technology/. ]  [68:  Elizabeth McClellan, Facial Recognition Technology: Balancing the Benefits and Concerns, 15 J. BUS. & TECH. L. 363 (2020).] 

Biometric data is often collected and stored in large databases that, if not properly protected, are susceptible to hacking. In 2019, researchers discovered a severe vulnerability in the biometric databases of a company called Suprema, which contained the fingerprints and facial recognition information for over one million people.[footnoteRef:69] Suprema’s system was designed to provide centralized control for access to secure facilities like warehouses or office buildings for clients that included defense contractors and banks.[footnoteRef:70] In November 2022, the Federal Communications Commission banned the import and sale of new telecommunications equipment from Chinese firm Hikvision – which produced nearly 17,000 cameras installed throughout New York City as of 2021 – because they “pose an “unacceptable risk” to national security.”[footnoteRef:71] [69:  Josh Taylor, Major Breach Found in Biometrics System Used by Banks, UK Police and Defence Firms, The Guardian (August 14, 2019), https://www.theguardian.com/technology/2019/aug/14/major-breach-found-in-biometrics-system-used-by-banks-uk-police-and-defence-firms.]  [70:  Zak Doffman  New Data Breach Has Exposed Millions of Fingerprint and Facial Recognition Records: Report, FORBES (August 14, 2019), https://www.forbes.com/sites/zakdoffman/2019/08/14/new-data-breach-has-exposed-millions-of-fingerprint-and-facial-recognition-records-report/#7309aded46c6; and “Report: Data Breach in Biometric Security Platform Affecting Millions of Users” (August 14, 2019), https://www.vpnmentor.com/blog/report-biostar2-leak/.]  [71:  Surveillance Technology Oversight Project, 2021 NYC Hikvision Camera Census, at https://www.stopspying.org/2021-hikvision; Federal Communications Commission, FCC Bans Equipment Authorizations for Chinese Telecommunications and Video Surveillance Equipment Deemed to Pose a Threat to National Security (November 25, 2022), https://www.fcc.gov/document/fcc-bans-authorizations-devices-pose-national-security-threat. 
 Federal Communications Commission, FCC Bans Equipment Authorizations for Chinese Telecommunications and Video Surveillance Equipment Deemed to Pose a Threat to National Security (November 25, 2022), https://docs.fcc.gov/public/attachments/DOC-389524A1.pdf. ] 

Data breaches may also lead to harm even when stolen biometric data is not used to directly harm consumers.[footnoteRef:72] After a data breach, consumers act more cautiously and take measures to mitigate any expected losses, potentially decreasing their engagement in daily activities.[footnoteRef:73]  [72:  Elias Wright, The Future of Facial Recognition Is Not Fully Known: Developing Privacy and Security Regulatory Mechanisms for Facial Recognition in the Retail Sector, 29 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 611, 628–30 (2019)]  [73:  Elias Wright, The Future of Facial Recognition Is Not Fully Known: Developing Privacy and Security Regulatory Mechanisms for Facial Recognition in the Retail Sector, 29 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 611, 628–30 (2019) (citing Daniel J. Solove & Danielle Keats Citron, Risk and Anxiety: A Theory of Data-Breach Harms, 96 TEX. L. REV. 737, 759 (2018)).] 

5. Potential Misuse
As more entities gain access to facial recognition technology, it increases the potential for improper use. Advocates fear that companies could use facial recognition to detect and ban a customer who picketed in front of a store or who gave a negative review on Yelp.[footnoteRef:74] Even companies that develop facial recognition technology are not immune to misuse; managers at the company Verkada, which manufactures security systems for use in the workplace, used their company’s facial recognition system to take pictures of female employees, highlight their faces, and make sexually explicit comments about them in a Slack channel.[footnoteRef:75]  [74:  Max Zahn, Controversy illuminates rise of facial recognition in private sector, ABC NEWS (January 7, 2023), https://abcnews.go.com/Business/controversy-illuminates-rise-facial-recognition-private-sector/story?id=96116545 ]  [75:  Zoe Schiffer, Surveillance company harassed female employees using its own facial recognition technology, THE VERGE (October 26, 2020), https://www.theverge.com/2020/10/26/21535089/surveillance-company-verkada-harassed-female-employees. ] 

In a highly publicized case, Madison Square Garden Entertainment (“MSG”) has used facial recognition technology to remove attorneys working for law firms with active litigation against the company, which oversees Madison Square Garden, Radio City Music Hall, the Beacon Theatre, and TAO Group Hospitality.[footnoteRef:76] The company instituted the ban last summer because “litigation creates an inherently adversarial environment.”[footnoteRef:77] The ban impacts an estimated 90 law firms, constituting thousands of lawyers, and applies regardless of the size of the firm and whether the attorneys had any relationship to the litigation against MSG.[footnoteRef:78] As a result of the policy, ticketholders were ejected from Knicks and Rangers games, concerts, as well as Rockettes performances, after their faces were detected by the corporation’s facial recognition software and matched with a database of images obtained from the law firms’ websites.[footnoteRef:79]  [76:  See Kashmir Hill and Corey Kilgannon, Madison Square Garden Uses Facial Recognition to Ban Its Owner’s Enemies, N.Y. TIMES (December 22, 2022), https://www.nytimes.com/2022/12/22/nyregion/madison-square-garden-facial-recognition.html. ]  [77:  Id. ]  [78:  Letitia James, New York State Office of the Attorney General, Letter to MSG (January 24, 2023), https://ag.ny.gov/sites/default/files/nys_oag_letter_to_madison_square_garden_entertainment_corp.pdf. ]  [79:  Kashmir Hill and Corey Kilgannon, Madison Square Garden Uses Facial Recognition to Ban Its Owner’s Enemies, N.Y. TIMES (December 22, 2022), https://www.nytimes.com/2022/12/22/nyregion/madison-square-garden-facial-recognition.html.] 

MSG has come under scrutiny for the implementation of this policy. In November, the State Liquor Authority notified MSG officials of a complaint that charged them with violating the terms of their license under state beverage laws for restricting certain members of the public from entry.[footnoteRef:80] On January 15, 2023, State Senator Brad Hoylman-Sigal, State Senator Liz Krueger, Senator Brian Kavanagh, Senator Kristen Gonzalez, Assembly Member Tony Simone, Assembly Member Alex Bores, and Council Member Erik Bottcher sent a letter to MSG calling on the company to “immediately cease the use of personal biometric technology for non-security purposes.”[footnoteRef:81] Senator Hoylman-Sigal, Senator Krueger, and Assembly Member Simone also introduced a bill that would add “sporting events” to Section 40-b of the civil rights law, which prohibits “wrongful refusal of admission” of patrons with a valid ticket to “places of public entertainment or amusement” and was originally passed to prevent theaters from barring critics from attending their shows.[footnoteRef:82] On January 24, 2023, the New York State Office of the Attorney General sent a letter to MSG raising concerns that its use of facial recognition technology to prohibit legitimate ticketholders from entering their venues may violate the New York Civil Rights Law and other city, state, and federal laws prohibiting discrimination and retaliation for engaging in protected activity.[footnoteRef:83] MSG spokespeople have said that the surveillance remains in use primarily to identify people who could be security threats, and that the watch list includes patrons who had broken rules — being violent, throwing things or engaging in other misbehavior.[footnoteRef:84] In an interview on January 26, MSG CEO James Dolan defended his company’s use of facial recognition technology and committed to continue the policy of banning attorneys that work for law firms with active litigation against the company from its venues.[footnoteRef:85] [80:  Corey Kilgannon, Madison Square Garden Boss Erupts as His Ban of Lawyers Draws Scrutiny, N.Y. TIMES (January 26, 2023), https://www.nytimes.com/2023/01/26/nyregion/james-dolan-madison-square-garden.html]  [81:  Electeds letter to MSG (January 15, 2023), https://www.nysenate.gov/sites/default/files/article/attachment/electeds_letter_to_msg_1.15.23.docx_.pdf ]  [82:  Senators Hoylman-Sigal & Krueger and Assembly Member Simone Introduce Bill to Close “Sporting Event” Loophole MSG Uses to Bar Lawyers and Others From Premises (January 23, 2023), https://www.nysenate.gov/newsroom/press-releases/brad-hoylman-sigal/senators-hoylman-sigal-krueger-and-assembly-member-simone; Kashmir Hill, Lawyers Barred by Madison Square Garden Found a Way Back In, N.Y. TIMES (January 16, 2023), https://www.nytimes.com/2023/01/16/technology/madison-square-garden-ban-lawyers.html ]  [83:  Letitia James, New York State Office of the Attorney General, Letter to MSG (January 24, 2023), https://ag.ny.gov/sites/default/files/nys_oag_letter_to_madison_square_garden_entertainment_corp.pdf.]  [84:  Corey Kilgannon, Madison Square Garden Boss Erupts as His Ban of Lawyers Draws Scrutiny, N.Y. TIMES (January 26, 2023), https://www.nytimes.com/2023/01/26/nyregion/james-dolan-madison-square-garden.html. ]  [85:  MSG CEO James Dolan on the Record, FOX 5 New York (January 26, 2023), https://www.fox5ny.com/video/1171753.] 

d. Regulation of Business Uses of Facial Recognition Technology 
Jurisdictions including the City of New York have enacted legislation to address some of the concerns regarding the use of facial recognition technology by imposing restrictions on companies’ collection, use, analysis, retention, transfer, sharing, and sale or other monetization of biometric data. 
1. New York
In 2019, the State Legislature enacted the Stop Hacks and Improve Electronic Data Security (SHIELD) Act, which requires that all businesses adopt an information security program to protect certain types of data, which include biometric information.[footnoteRef:86] In 2020, the state enacted a law that temporarily banned the use of biometric identifying technology in public and nonpublic elementary and secondary schools.[footnoteRef:87] The ban will remain in effect until the New York State Office of Information Technology Services issues a report to the Education Department Commissioner on the impacts of biometric technology.[footnoteRef:88] New York also criminalizes the possession of biometric data if such personal identification information is intended to be used in furtherance of a crime.[footnoteRef:89] [86:  What is the NY SHIELD Act and How Can You Be Sure Your Third Parties Are Compliant?, PANORAYS, (December 14, 2020), https://panorays.com/blog/whats-the-ny-shield-act-and-how-it-ensures-3rd-party-compliance/. ]  [87:  See N.Y.S. Technology Law § 106-b.]  [88:  Benjamin Joe, New York Study of Biometric Tech in Schools Nears Completion, GOVERNMENT TECHNOLOGY (October 21, 2022), https://www.govtech.com/education/k-12/new-york-study-of-biometric-tech-in-schools-nears-completion.]  [89:  See N.Y. P.L. § 190.81.] 

In 2021, the New York City Council passed a Biometric Identifier Information Ordinance, which prohibits the sale of biometric identifier information and requires that all businesses notify customers of their use of biometric identifier technology.[footnoteRef:90] This local law includes a private right of action should the aggrieved party notify the commercial business of the violation and such violation persists beyond the 30-day cure period.[footnoteRef:91] Shortly thereafter, the Council passed the Tenant Data Privacy Act, which restricts the collection and use of data obtained by keyless entry systems which utilize biometric identifiers to grant access to residential buildings.[footnoteRef:92] The local law includes a private right of action for tenants whose biometric data was unlawfully sold.[footnoteRef:93] [90:  New York City Council, Int. 1170-2018, https://legistar.council.nyc.gov/LegislationDetail.aspx?ID=3704369&GUID=070402C0-43F0-47AE-AA6E-DEF06CDF702A&Options=Advanced&Search.]  [91:  Id.]  [92:  New York City Council, Int. 1760-2019, https://legistar.council.nyc.gov/LegislationDetail.aspx?ID=4196254&GUID=29A4B0E2-4C1F-472B-AE88-AE10B5313AC1&Options=ID|Text|&Search=1760-2019.]  [93:  Id.] 

New York State is considering legislation to further restrict the use of facial recognition technology. Assembly Bill A1362, which was introduced this legislative session, would establish a statewide biometric privacy act.[footnoteRef:94] The bill contains a comprehensive notice requirement which includes noticing the purpose of collecting biometric information and noticing the retention of such information. Additionally, the bill would require an individual’s express, written consent for the collection of such data. Those in possession of biometric information would have to develop a written policy circumscribing retention of the biometric information along with guidelines for destroying the information after its use.[footnoteRef:95] This bill would include a private right of action for consumers affected by misuse of biometric information. [94:  Assembly Bill A1362, https://www.nysenate.gov/legislation/bills/2023/A1362. ]  [95:  Id.] 

2. Illinois 
In 2008, Illinois became the first jurisdiction in the country to enact legislation related to biometric data use. Under the Illinois Biometric Information Privacy Act (BIPA), any private entity that collects biometric identifier information must first provide a written disclosure and obtain a release from any individuals whose biometric information is being collected.[footnoteRef:96] The law also prohibits the sale of biometric information and includes a private right of action.[footnoteRef:97]  [96:  740 ILL. COMP. STAT. ANN. 14/15]  [97:  Id. at 14/20] 

The state’s private right of action led to thousands of lawsuits alleging that companies committed BIPA violations by mishandling biometric data.[footnoteRef:98] In 2020, Facebook settled a suit for $650 million—the largest of any privacy-related class action—related to their collection of biometric information obtained through their “face tagging” feature without providing notice to users.[footnoteRef:99]  In 2022, Clearview AI settled a BIPA lawsuit brought by the ACLU that restricts Clearview’s business not just in Illinois, but across the United States, by permanently banning Clearview from making its faceprint database available to most businesses and other private entities nationwide.[footnoteRef:100]  [98:  Daniel Wiessner, Illinois top court endorses five-year window for biometric privacy claims, REUTERS (February 2, 2023), https://www.reuters.com/legal/litigation/illinois-top-court-endorses-five-year-window-biometric-privacy-claims-2023-02-02/#:~:text=Nearly%202%2C000%20lawsuits%20alleging%20violations,of%20massive%20settlements%20and%20judgments.&text=Meta%20Platforms%20Inc's%20Facebook%20in,The%20company%20denied%20wrongdoing. ]  [99:  Id.]  [100:  ACLU v. Clearview AI, Inc., 2020 CH 04353 (Cir. Ct. Cook Cty., Ill.)] 

3. Portland, OR
In September 2020, Portland became the first US jurisdiction to ban private entities’ use of facial recognition technology in places of public accommodation.[footnoteRef:101] The legislation also allows a private right of action, but the ban is limited to technology related to facial recognition, and not other biometric identifiers.[footnoteRef:102]  [101:  Hunton Andrews Kurth Portland, Oregon Becomes First Jurisdiction in U.S. to Ban the Commercial Use of Facial Recognition Technology NATIONAL LAW REVIEW (September 10, 2020),   https://www.natlawreview.com/article/portland-oregon-becomes-first-jurisdiction-us-to-ban-commercial-use-facial#:~:text=On%20September%209%2C%202020%2C%20Portland,including%20stores%2C%20restaurants%20and%20hotels]  [102:  Id. ] 

4. Texas
Since 2009, Texas law has prohibited the collection of an individual’s biometric identifiers for a commercial purpose, unless the individual is first informed and consents.[footnoteRef:103] Texas law also requires consent for the sale or disclosure of an individual’s biometric identifiers, and entities must use reasonable care in storing [biometric data] and shall destroy the biometric identifier within a reasonable time.”[footnoteRef:104] However, Texas does not offer a private right of action and only the Attorney General can enforce violations of the law.[footnoteRef:105]  [103:  Tex. Bus. & Com. Code Ann. § 503.001 (West)]  [104:  Id. ]  [105:  Id.] 

5. California
California's Consumer Privacy Act (CCPA), which went into effect at the beginning of 2020, takes a broader definition of biometric data to include "keystroke and gait patterns as well as sleep, health, and exercise data that contain identifying information.”[footnoteRef:106] CCPA grants a 'right to know' so that a person “may request that businesses disclose…what personal information they have collected, used, shared, or sold about you, and why they collected, used, shared, or sold that information.”[footnoteRef:107] It also allows consumers to request deletion of information and opt-out of the sale of their data to third-parties.[footnoteRef:108] However, the private right of action under CCPA does not cover biometric data.[footnoteRef:109]   [106:  California Consumer Privacy Act of 2018, §1798.140 (b). ]  [107:  California Attorney General Xavier Becerra, California Consumer Privacy Act (CCPA), https://oag.ca.gov/privacy/ccpa#sectionc. ]  [108:  Id. ]  [109:  Molly K. McGinley, The Biometric Bandwagon Rolls On: Biometric Legislation Proposed Across the United States, NATIONAL LAW REVIEW (March 25, 2019), https://www.natlawreview.com/article/biometric-bandwagon-rolls-biometric-legislation-proposed-across-united-states. ] 

The California Privacy Rights Act (CPRA), which took effect at the end of 2020, expands the CPPA and establishes a new state agency, California Privacy Protection Agency, which has exclusive enforcement authority of the CCPA.[footnoteRef:110] [110:  California Consumer Privacy Act, available at: https://oag.ca.gov/privacy/ccpa. ] 

6. Washington
Washington State passed a biometric privacy law[footnoteRef:111] in 2017 that prohibits both companies and individuals “from entering biometric data into a database without providing notice, gaining consent and providing a mechanism for preventing the subsequent use of the biometric data for a commercial purpose.”[footnoteRef:112] Notably, Washington’s legislation excludes facial recognition data from the definition of “biometric identifier,” and instead limits its legislation to “data generated by automatic measurements of an individual’s biological characteristics, such as a fingerprint, voiceprint, eye retinas, irises or other unique biological patterns or characteristics that are used to identify a specific individual.”[footnoteRef:113] [111:  Wash. Rev. Code Ann. §§ 19.375.010- 19.375.040 (West)]  [112:  State Biometric Privacy Legislation: What You Need to Know, THOMPSON HINE (September 5, 2019), https://www.thompsonhine.com/publications/state-biometric-privacy-legislation-what-you-need-to-know#:~:text=Washington%20enacted%20biometric%20privacy%20protections,data%20for%20a%20commercial%20purpose.]  [113:  NYC Bar Association, Power, pervasiveness and potential (August 2020), p. 15. ] 

7. Federal Regulation
Consumers and private entities await standardized, federal regulation on the private use of biometric data.[footnoteRef:114] Currently, no such regulation exists.[footnoteRef:115] However, legislation aimed at limiting companies’ use of biometric data has been introduced. In 2019, Senator Blunt introduced the Commercial Facial Recognition Privacy Act, which would have required companies to obtain user consent prior to collecting biometric data and inform users about the capacity of such technology.[footnoteRef:116] In 2020, Senator Merkley introduced the National Biometric Information Privacy Act, which would have prohibited private companies from collecting biometric data without written consent from employees and consumers.[footnoteRef:117] In March of 2021, Representative DelBene introduced the Information Transparency and Personal Data Control Act, which would have created a national data privacy standard.[footnoteRef:118] [114:  Elizabeth A. Rowe, Regulating Facial Recognition Technology in the Private Sector, STANFORD TECHNOLOGY LAW REVIEW (2020), https://law.stanford.edu/publications/regulating-facial-recognition-technology-in-the-private-sector/. ]  [115:  Id.]  [116:  Id.]  [117:  Merkley, Sanders Introduce Legislation To Put Strict Limits On Corporate Use Of Facial Recognition (August 4, 2020), https://www.merkley.senate.gov/news/press-releases/merkley-sanders-introduce-legislation-to-put-strict-limits-on-corporate-use-of-facial-recognition-2020. ]  [118:  H.R.1816, Information Transparency & Personal Data Control Act (March 11, 2021), https://www.congress.gov/bill/117th-congress/house-bill/1816. ] 

Most recently, in 2022, the House Committee on Energy and Commerce advanced the American Data Privacy and Protection Act (ADPPA), which would have required for-profit businesses and non-profit organizations to adopt policies to guarantee data protection and prevent the use of data for harmful or discriminatory purposes.[footnoteRef:119] The ADPPA would have imposed new regulations on businesses that collect biometric data by limiting the collection, processing, and transfer of such data. Additionally, the ADPPA would have given consumers a right to access, correct and delete personal data.[footnoteRef:120] However, opponents of the bill blocked a House floor vote because of the preemption provision, which would have preempted broader privacy provisions in state bills like the CCPA.[footnoteRef:121] [119:  Qiuyang Zhao, American Data Privacy and Protection Act: Latest, Closest, yet Still Fragile Attempt Toward Comprehensive Federal Privacy Legislation, JOLT DIGEST (October 19, 2022) https://jolt.law.harvard.edu/digest/american-data-privacy-and-protection-act-latest-closest-yet-still-fragile-attempt-toward-comprehensive-federal-privacy-legislation. ]  [120:  See H.R. 8152, American Data Privacy and Protection Act, June 21, 2022, available at: https://www.congress.gov/bill/117th-congress/house-bill/8152. ]  [121:  Cameron F. Kerry, Biden State of the Union 2023: Time to restart the privacy debate, BROOKINGS (February 2, 2023), https://www.brookings.edu/blog/fixgov/2023/02/02/biden-state-of-the-union-2023-time-to-restart-the-privacy-debate/. ] 

The Biden administration has urged Congress to pass a bipartisan bill that would limit the ways in which the private sector may collect and use biometric data. In a January op-ed, President Biden called for “serious federal protections for Americans’ privacy.”[footnoteRef:122] In addition, in August 2022, the Federal Trade Commission announced advance notice of proposed rulemaking and requested public comment on the prevalence of commercial surveillance and data security practices that harm consumers, specifically inviting comment on “whether it should implement new trade regulation rules or other regulatory alternatives concerning the ways in which companies collect, aggregate, protect, use, analyze, and retain consumer data, as well as transfer, share, sell, or otherwise monetize that data in ways that are unfair or deceptive.”[footnoteRef:123] [122:  Joe Biden, Republicans and Democrats, Unite Against Big Tech Abuses, WALL STREET JOURNAL (January 11, 2023), https://www.wsj.com/articles/unite-against-big-tech-abuses-social-media-privacy-competition-antitrust-children-algorithm-11673439411. ]  [123:  Trade Regulation Rule on Commercial Surveillance and Data Security, 87 Fed. Reg. 51273 (August 22, 2022) ] 

e. Hidden Fees in Ticket Pricing
As the home of Broadway, iconic sports franchises, and renowned venues large and small, New York City is one of the world’s preeminent markets for live entertainment and events. All too often, however, consumers seeking to purchase tickets to these events are surprised by substantial fees at the point of sale.[footnoteRef:124] In 2022, the State Legislature enacted S.9461/A.10500, requiring primary and resale ticketing platforms to disclose the actual and entire price of a ticket, including fees, right at the beginning of a search or transaction so that customers have timely and valuable information to make a fully informed purchase.[footnoteRef:125]  [124:  New York State Senate Committee on Investigations and Government Operations, Final Investigative Report:
Live Event Ticketing Practices (May 18, 2021), https://www.nysenate.gov/sites/default/files/article/attachment/nys_senate_igo_committee_report_-_live_event_ticketing_practices.pdf  ]  [125:  New York State Senate Bill S.9461, https://www.nysenate.gov/legislation/bills/2021/S9461 ] 

While requiring ticket sellers to display “all-in” ticket pricing at the point of sale is a positive step to improve transparency and consumer welfare, the state law does not apply to ticket advertising. Consumers may see a ticket price advertised that is very different than the one they are confronted with when they go to complete a purchase.[footnoteRef:126] Connecticut has addressed this issue by passing a law requiring that ‘‘any advertisement for an in-state event [ ] conspicuously disclose the total price for each ticket and what portion . . . represents a service charge.”[footnoteRef:127]  [126:  Unfair or Deceptive Fees Trade Regulation Rule Commission Matter No. R207011, 87 FED. REG. 67413 (November 8, 2022).]  [127:  Conn. Gen. Stat. 53–289a.] 

III.	BILL ANALYSIS
Proposed Int. No. 8-A—A Local Law to amend the administrative code of New York, in relation to the disclosure of total ticket costs in advertisements
	Section 1 of the bill would add a new subchapter 26 to chapter 5 of title 20 of the Administrative Code. Such subchapter would be entitled “Disclosure of Total Ticket Costs in Advertisements”, and it would add new sections 20-880 through 20-882 to the Administrative Code. Section 20-880 sets forth definitions for the subchapter. “Operator” would be defined as any person who owns, operates or controls a place of entertainment or who promotes or produces an event to be held at a place of entertainment. “Place of entertainment” would be defined as any privately or publicly owned and operated entertainment facility located in New York City, including, but not limited to, a theater, stadium, arena, racetrack, museum, amusement park or other place where performances, concerts, athletic games or contests are held and for which an entry fee is charged. “Ticket” would be defined as any evidence of the right of entry to any place of entertainment. “Total ticket cost” would be defined as the cost of a ticket inclusive of all ancillary fees, such as taxes and service fees that must be paid in order to purchase a ticket.
	Section 20-881 of this subchapter would require the disclosure of the total ticket cost or the range of total ticket costs on each advertisement purchased or produced by an operator of a place of entertainment; an agent, licensee or other ticket reseller of such operator; or a platform that facilitates the sale or resale of tickets where such advertisement includes the ticket cost or the range of ticket costs. 
Section 20-882 would impose a civil penalty on any person who violates this subchapter, or any rules promulgated thereunder. The civil penalty would not exceed $5,000. 
This bill would take effect 120 days after it becomes law. 


Proposed Int. No. 8-A

By Council Members Brannan, Mealy, Powers, Louis, Yeger, Joseph, Restler and Velázquez
A Local Law to amend the administrative code of the city of New York, in relation to the disclosure of total ticket costs in advertisements
	
	
	




	
	
	



Be it enacted by the Council as follows:
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Section 1. Chapter 5 of title 20 of the administrative code of the city of New York is amended by adding a new subchapter 26 to read as follows:
Subchapter 26
Disclosure of Total Ticket Costs in Advertisements
§ 20-880 Definitions.
§ 20-881 Total ticket cost disclosure.
§ 20-882 Penalties.

§ 20-880 Definitions. As used in this subchapter, the following terms have the following meanings:
Operator. The term “operator” means any person who owns, operates or controls a place of entertainment or who promotes or produces an event to be held at a place of entertainment.
Place of entertainment. The term “place of entertainment” means any privately or publicly owned and operated entertainment facility located in New York city, including, but not limited to, a theater, stadium, arena, racetrack, museum, amusement park or other place where performances, concerts, athletic games or contests are held and for which an entry fee is charged.
Ticket. The term “ticket” means any evidence of the right of entry to any place of entertainment.
Total ticket cost. The term “total ticket cost” means the cost of a ticket inclusive of all ancillary fees, such as taxes and service fees, that must be paid in order to purchase the ticket.
§ 20-881 Total ticket cost disclosure. Every advertisement purchased or produced by (i) an operator of a place of entertainment, (ii) such an operator’s agent, licensee or other ticket reseller, or (iii) platform that facilitates the sale or resale of tickets, and which includes in such advertisement a ticket cost, or a range of ticket costs, shall disclose in such advertisement in a clear and conspicuous manner the total ticket cost, or range of total ticket costs, as applicable.
§ 20-882 Penalties. Any person who violates any provision of this subchapter or any rule promulgated thereunder is liable for a civil penalty not to exceed $5,000.
	§ 2. This local law takes effect 120 days after it becomes law.
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