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Oversight: The Use of Biometric Identification Systems in New York City



INT. NO. 1014:	By Council Members Hanif, Gutiérrez, Rivera, Williams, Sanchez, Louis, Marte and Farias

TITLE:	A Local Law to amend the administrative code of the city of New York in relation to prohibiting places or providers of public accommodation from using biometric recognition technology and protecting any biometric identifier information collected

ADMINISTRATIVE CODE:	Amends sections 22-1201, 22-1202, 22-1203, and 22-1204



INT. NO. 1024:	By Council Members Rivera, Sanchez, Cabán, Hanif, Louis, Riley and Richardson Jordan (by request of the Manhattan Borough President)

TITLE:	A Local Law to amend the administrative code of the city of New York, in relation to limiting the use of facial recognition technology in residential buildings

ADMINISTRATIVE CODE:	Amends sections 26-3001 and 26-3002, and adds 26-3008




RES NO. 296-2022:	By Council Members Stevens, Menin, Sanchez, Abreu, Velázquez, Restler, Ung, Nurse, Joseph, Brooks-Powers, Williams, Louis, Brewer and Riley

TITLE:	Resolution calling on the New York State Legislature to pass and the Governor to sign, S.6924A/A.8347A, which establishes a task force on missing women and girls who are Black, Indigenous and people of color.


I. Introduction 
On May 3, 2023, the Committee on Technology, chaired by Council Member Jennifer Gutiérrez, and the Committee on Civil and Human Rights, chaired by Council Member Nantasha Williams, will conduct an oversight hearing on The Use of Biometric Identification Systems in New York City. The Committees will also hear Int. No. 1014, sponsored by Council Member Shahana Hanif, in relation to prohibiting places or providers of public accommodation from using biometric recognition technology and protecting any biometric identifier information collected; Int. No. 1024, sponsored by Council Member Carlina Rivera, in relation to limiting the use of facial recognition technology in residential buildings; and Res. No. 296-2022, sponsored by Council Member Althea Stevens, calling on the New York State Legislature to pass and the Governor to sign, S.6924A/A.8347A, which establishes a task force on missing women and girls who are Black, Indigenous and people of color. Those invited to testify include representatives from the Office of Technology and Innovation (“OTI”), the Department of Housing Preservation and Development (“HPD”), the Department of Consumer and Worker Protection (“DCWP”), the New York City Commission On Human Rights (“CCHR”), industry representatives and experts, technology research and advocacy groups, legal organizations, civil rights organizations, community-based nonprofit organizations, and other interested members of the public. 
II. Background
Biometric identification technology is rapidly changing, and has expanded from only being capable of identifying basic physical attributes to now identifying items like fingerprint scans, iris scans, retinal scans, voice recognition, DNA tests, and facial geometry.[footnoteRef:2] Additionally, new biometric identification methods are regularly being developed, such as brain signal identification, heart pattern recognition, ear shape recognition, brain waves, and finger vein pattern recognition.[footnoteRef:3]  [2:  Center for Global Development, Biometrics FAQs, CENTER FOR GLOBAL DEVELOPMENT (2019), https://www.cgdev.org/page/biometrics-faqs. ]  [3:  See Hernandez-de-Menendez, M., Biometric applications in education. International Journal on Interactive Design and Manufacturing , IJIDeM, 15(2-3), 365–380, https://doi.org/10.1007/s12008-021-00760-6.  ] 

Biometric recognition technology generally works by matching the biometric data gathered by a biometric identification system with a database that contains both biometric information and personally identifiable information, so as to find a person’s identity. The most widely adopted example of a tool that uses biometric identification and biometric recognition is facial recognition technology (“FRT”), which uses an individual’s physiological information, like their facial structure, eye color, size and shape, in order to track or identify them. [footnoteRef:4] Generally, as described by the U.S. Government Accountability Office, FRT “uses a photo or still [frame] from a video feed of a person—often called a probe or live photo—and converts it into a template, or a mathematical representation of the photo. A matching algorithm can then compare the template to one from another photo and calculate their similarity.” [footnoteRef:5]  [4:  Angelica Carrero, Biometrics and Federal Databases: Could You Be in It?, 51 J. MARSHALL L. REV. 589, pp. 589–92 (2018).]  [5:  U.S. Gov't Accountability Office, GAO-21-526, Facial Recognition Technology: Current and Planned Uses by Federal Agencies, U.S. GOV’T ACCOUNTABILITY OFFICE, pp.3-4 (2021) https://www.gao.gov/assets/gao-21-526.pdf. ] 

“Facial recognition searches or comparisons generally fall into two categories: verification and identification. Verification (or one-to-one searches) compares a stored photo of an individual to another photo purportedly of the same individual to determine whether they are the same person. For example, this type of comparison can help verify the identity of an individual attempting to unlock a smartphone. Identification (or one-to-many searches) compares a photo from a single individual against a gallery of stored photos from a number of individuals to determine if there is a potential match. For example, this type of comparison can be used to identify investigative leads for an unknown individual in a crime scene photo.”[footnoteRef:6]  [6:  U.S. Gov't Accountability Office, GAO-21-526, Facial Recognition Technology: Current and Planned Uses by Federal Agencies, U.S. GOV’T ACCOUNTABILITY OFFICE, pp.4 (2021) https://www.gao.gov/assets/gao-21-526.pdf. ] 

III. Usage of Biometric Identification Technology in Residences and Businesses
Biometric identification technology is used by various businesses and industries for different purposes, including theft prevention in the retail industry, keyless and cashless resort experiences in the real estate and hospitality industries, ticketless entry to event venues in the amusement and entertainment industries, fraud detection in the banking and healthcare industries, and many other industries looking to enhance the customer experience. Facial detection or recognition technology is also used by online apps such as Instagram, Facebook and Shutterfly.[footnoteRef:7] [7:  Loraina Trujillo, In the Absence of A Uniform Biometric Law: A Proposal Comparing Current Biometric Laws, Issues, and Future Solutions, 46 S. ILL. U. L.J. 161, 165 (2021).  ] 

a. Biometric Identification Technology in Places of Public Accommodation 
Biometric identification technology is used by many brick-and-mortar stores, and a number of them are located in New York City (“City” or “NYC”). Large retail chains like Home Depot,[footnoteRef:8] Amazon Go,[footnoteRef:9] Macy’s,[footnoteRef:10] Whole Foods,[footnoteRef:11] Apple,[footnoteRef:12] and Fairway Market[footnoteRef:13] have been reported to use it for security purposes, particularly “to reduce shoplifting” in stores across the City.[footnoteRef:14] Further, MSG Entertainment disclosed its use of facial recognition technology in its venues, such as Madison Square Garden and Radio City Music Hall, for the purpose of identifying individuals and reportedly then denying certain persons entry based on their employer.[footnoteRef:15]  [8:  William Raven, For Security’s Sake: Limiting the Regulation of Biometric Data to Commercial Activity, JOURNAL OF HIGH TECHNOLOGY LAW AT SUFFOLK UNIVERSITY LAW SCHOOL (Nov 23 2019) https://sites.suffolk.edu/jhtl/2019/11/23/for-securitys-sake-limiting-the-regulation-of-biometric-data-to-commercial-activity/. ]  [9:  Kevin Collier, Amazon sued for not telling New York store customers about tracking biometrics, NBC NEWS (Mar 17, 2023) https://www.nbcnews.com/tech/security/amazon-sued-not-telling-new-york-store-customers-facial-recognition-rcna75290; Amazon was sued for not complying with the New York City Biometric Identifier Information Law (Local Law 3 of 2021) by not posting a signage informing customers of its biometric tracking and data collection practices within its Amazon Go stores located in New York City. On March 14, 2023, Amazon posted the sign at the 80 Pine Street Amazon Go store and at least some other Amazon Go stores in New York City. (Perez v. Amazon.com, Inc, 1:23-cv/02251 – 2023, https://www.documentcloud.org/documents/23710768-filedcomplaintrodriguezperezvamazon).]  [10:  Kashmir Hill, Which Stores Are Scanning Your Face? No One Knows, THE NEW YORK TIMES (Mar 10, 2023) https://www.nytimes.com/2023/03/10/technology/facial-recognition-stores.html. ]  [11:  Christopher Mason, Richard Tilghman IV, Katherine Letcher, New York City Biometric Law – Are you in compliance?, NIXON PEABODY INTERNATIONAL LLC (Mar 23, 2023) https://www.nixonpeabody.com/insights/alerts/2023/03/23/new-york-city-biometric-law---are-you-in-compliance (citing McCall v. Amazon.com Servs. LLC).]  [12:  FRT was used in Apple’s Boston store (https://nypost.com/2019/04/22/apples-facial-recognition-software-led-to-false-arrest-suit/); Apple was sued in 2021 for allegedly misidentifying an NYC resident with faulty facial recognition technology (https://www.theregister.com/2021/05/29/apple_sis_lawsuit/; Bah v. Apple, cv-10897-RGS, Complaint). ]  [13:  Kashmir Hill, Which Stores Are Scanning Your Face? No One Knows, THE NEW YORK TIMES (Mar 10, 2023) https://www.nytimes.com/2023/03/10/technology/facial-recognition-stores.html. ]  [14:  Ryan Mcneill, Rite Aid deployed facial recognition system in hundreds of U.S. stores, REUTERS (Jul 28, 2020) https://www.reuters.com/investigates/special-report/usa-riteaid-software/. ]  [15:  Manuela López Restrepo, She was denied entry to a Rockettes show — then the facial recognition debate ignited, NPR (Jan 21, 2023) https://www.npr.org/2023/01/21/1150289272/facial-recognition-technology-madison-square-garden-law-new-york.] 

b. The Use of Biometric Identification Technologies in Commercial and Residential Buildings
Property owners may use biometric identification systems to boost the security of their commercial and residential buildings, such as for ensuring that only authorized individuals, such as a leased tenant or official employee, can enter a building. Commercial buildings may use fingerprinting, iris scanning, or facial recognition technologies to authenticate and record entry of individuals, while also establishing security clearances so that only certain employees can access specific areas within the building.[footnoteRef:16] For instance, in 2022, Goldman Sachs introduced an opt-in fingerprint scanning program in lieu of ID cards for entry by employees in its NYC offices, though the system purportedly converts the scans into alphanumeric representation so as to not store in raw form any biometric or personal information.[footnoteRef:17] Biometric identification technology also saw a rise in popularity in part due to the COVID-19 pandemic, as commercial property owners in NYC rolled out biometric identification deployments, like facial recognition, to allow for touchless entry that was both secure and convenient.[footnoteRef:18] Vornado Realty Trust is one such property owner, deploying facial recognition technology in 11 of its buildings, with stated plans to roll out the technology across its entire portfolio of 35 buildings in Manhattan.[footnoteRef:19]  [16:  ASSA ABLOY Future Lab, Iris Recognition Systems For Access Control And Identity Management Gain Popularity, SECURITYINFORMED.COM https://www.securityinformed.com/insights/co-3108-ga.5073.html; Reed Alexander, Goldman Sachs is installing fancy new biometric fingerprint scanners in the lobby of its NYC headquarters, setting off privacy alarm bells, BUSINESS INSIDER (May 20, 2022), https://www.businessinsider.com/goldman-is-installing-new-biometric-fingerprint-scanners-in-nyc-office-2022-5. ]  [17:  Id. ]  [18:  Daniel Geiger, Facial-recognition scans are a big part of how some office buildings are planning to reopen. Top office landlord Vornado maps out where it's installing the tech, BUSINESS INSIDER (Aug 15, 2020), https://www.businessinsider.com/vornado-landlord-using-facial-recognition-buildings-nyc-office-portfolio-biometrics-2020-8. ]  [19:  Id. ] 

However, these deployments of biometric identification systems have also been used for purposes beyond simple security or other purposes described above, particularly in residential buildings. Some companies focused on property technology, or “proptech,” which includes technologies and algorithms to help acquire and manage properties, and the use of biometric identification technologies to assist in tracking and surveilling tenants, with some companies explicitly stating the goal of these systems is to help expedite evictions by identifying and recording lease-breaking behavior.[footnoteRef:20]  [20:  Nick Keppler, Meet The Spy Tech Companies Helping Landlords Evict People, VICE: MOTHERBOARD (Jan 4, 2023) https://www.vice.com/en/article/xgy9k3/meet-the-spy-tech-companies-helping-landlords-evict-people. ] 

A 2022 report by the Anti-Eviction Mapping Project found that thousands of residential buildings in NYC presently utilize virtual doormen, facial recognition, and keyless technologies, including products from companies who advertise their products’ ability to help expedite evictions.[footnoteRef:21] [21:  Erin McElroy, Paula Garcia-Salazar, Manon Vergerio, Landlord Technologies of Gentrification: Facial Recognition and Building Access Technologies in New York City Homes, ANTI-EVICTION MAPPING PROJECT (2022) https://unequalcities.org/2022/10/12/landlord-technologies/. ] 

The implementation of biometric identification in NYC’s residential buildings has had varying results and reactions. In 2019, rent-stabilized tenants at affordable housing complex Atlantic Plaza Towers in Brooklyn successfully filed a complaint with New York State’s Division of Housing and Community Renewal (“DHCR”) to stop their property owner, Nelson Management Group, from installing a facial recognition entry system, with the owner eventually deciding to not go through with the system’s installation.[footnoteRef:22]  [22:  Elizabeth Kim, Brooklyn Landlord Does an About Face on Facial Recognition Plan, GOTHAMIST (Nov 21, 2019) https://gothamist.com/news/brooklyn-landlord-does-about-face-facial-recognition-plan. ] 

Knickerbocker Village, another affordable housing complex in Manhattan, had their facial recognition system highlighted in the news in 2019 when tenants expressed to Gothamist how often the system, first installed in 2013, suffered from errors and glitches, preventing tenants from entering the premises.[footnoteRef:23] The property owner, Cherry Green Property, stated in 2019 that they would be evaluating potential alternatives to the facial recognition system, and it has not been reported since whether Knickerbocker Village continues to use facial recognition.[footnoteRef:24] An apartment complex on Morris Avenue in the Bronx is listed as having “state-of-the-art facial recognition building access” as one of its amenities, with the building management’s security company, Reliant Safety, advertising its use of biometrics as a means of “Illegal Sublet Detection.”[footnoteRef:25]  [23:  Elizabeth Kim, 'We're Like Guinea Pigs': How An Affordable Lower East Side Complex Got Facial Recognition, GOTHAMIST (Sep 18, 2019) https://gothamist.com/news/were-guinea-pigs-how-affordable-lower-east-side-complex-got-facial-recognition. ]  [24:  Id. ]  [25:  Morris Ave, RELIANT REALTY SERVICES https://www.reliantrs.com/property/morris-ave/; Illegal Sublet Detection, RELIANT SAFETY https://www.reliantsafety.com/solutions/illegal-sublet-detection/. ] 

IV. Regulation of Biometric Identification Technology
a. Regulation of Biometric Identification Technology in New York City 
The New York City Council has held hearings on facial recognition technology in the past, including on February 24, 2023, when the Committee on Consumer and Worker Protection conducted a hearing on “The Use of Facial Recognition Technology in New York City Businesses.”[footnoteRef:26] In addition, on October 7, 2019, the Committee on Technology, the Committee on Housing and Buildings, and the Committee on Consumer Affairs and Business Licensing held a hearing on “Facial Recognition Technology and Biometric Data Collection in Businesses and Residences.”[footnoteRef:27] Moreover, the Council passed two local laws, Local Law 3 of 2021 and Local Law 63 of 2021, that address issues related to biometric identification systems. Local Law 3 of 2021, also known as the Biometric Identifier Information Law, requires businesses to notify customers of the use of biometric identifier technology and prohibits the sale of biometric identifier information gathered through any such system. The law is codified in Chapter 12 of Title 22 of the New York City Administrative Code,[footnoteRef:28] and requires commercial establishments, including retail stores selling goods to consumers that collect, retain, convert, store, or share biometric identifier information about consumers, to disclose that they do so by placing a clear and conspicuous sign at each customer entrance.[footnoteRef:29] Local Law 63 of 2021, otherwise known as the Tenant Data Privacy Act, requires buildings with “smart access systems,” or any systems using digital technology to grant entry, to collect data in connection with such system only if the building resident provides express consent to use the building’s smart access system.[footnoteRef:30] The Tenant Data Privacy Act also specifies that the data collected may not be sold or otherwise exchanged to another person, and that any collected authentication data must be destroyed no later than 90 days after the data’s collection or generation.[footnoteRef:31] [26:  Oversight - The Use of Facial Recognition Technology in New York City Businesses, NEW YORK CITY COUNCIL, Feb 24, 2023, https://legistar.council.nyc.gov/MeetingDetail.aspx?ID=1079091&GUID=A96A1AEF-8E35-4A88-96EB-80323DD47A80&Options=info|&Search=. ]  [27:  Oversight - Facial Recognition Technology and Biometric Data Collection in Businesses and in Residences, NEW YORK CITY COUNCIL, October 7, 20219, https://legistar.council.nyc.gov/MeetingDetail.aspx?ID=721969&GUID=055CC660-718B-46EC-875B-5DD8AF7548F3&Options=info|&Search=. ]  [28:  See N.Y.C. Admin. Code §§ 22-1201 - 1205.]  [29:  N.Y.C. Admin. Code § 22-1202.]  [30:  See N.Y.C. Admin. Code §§ 26-3001 – 3007.]  [31:  See N.Y.C. Admin. Code §§ 26-3001 – 3007.] 

b. Regulation of Biometric Technologies in Other Jurisdictions
At the state level, in 2020, New York enacted a law that temporarily banned the use of biometric identifying technology in public and nonpublic elementary and secondary schools.[footnoteRef:32] New York State also criminalizes the possession of unique biometric data, such as a fingerprint, voice print, and retinal image, if such information is intended to be used in furtherance of the commission of a crime.[footnoteRef:33] [32:  See N.Y.S. Tech. Law § 106-b.]  [33:  See N.Y. P.L. § 190.81.] 

Although there is no federal law in the United States that directly regulates facial recognition technology or the sharing of biometric data, some states, including Illinois, Texas, California, and Washington, have taken steps to regulate the use of these technologies: 
i. Illinois 
In 2008, Illinois became the first jurisdiction in the country to enact legislation related to modern biometric data use. Under the Illinois Biometric Information Privacy Act (“BIPA”), any private entity that collects biometric identifier information must first provide a written disclosure and obtain a release from any individuals whose biometric information is being collected.[footnoteRef:34] The law also prohibits the sale of biometric information and includes a private right of action.[footnoteRef:35]  [34:  740 ILL. COMP. STAT. ANN. 14/15.]  [35:  Id. at 14/20] 

ii. Texas
Since 2009, Texas law has prohibited the collection of an individual’s biometric identifiers for a commercial purpose, unless the individual is first informed and consents.[footnoteRef:36] Texas law also requires consent for the sale or disclosure of an individual’s biometric identifiers, and entities must use reasonable care in storing biometric data and shall destroy the biometric identifier within a reasonable time.[footnoteRef:37] However, Texas does not offer a private right of action and only the Attorney General can enforce violations of the law.[footnoteRef:38]  [36:  See Tex. Bus. & Com. Code Ann. § 503.001 (West).]  [37:  Id. ]  [38:  Id.] 

iii. California
California's Consumer Privacy Act[footnoteRef:39] (“CCPA”), takes a broader definition of biometric data to include "keystroke and gait patterns as well as sleep, health, and exercise data that contain identifying information.”[footnoteRef:40] CCPA grants a “right to know” so that a person “may request that businesses disclose…what personal information they have collected, used, shared, or sold about you, and why they collected, used, shared, or sold that information.”[footnoteRef:41] It also allows consumers to request deletion of information and opt-out of the sale of their data to third-parties.[footnoteRef:42] However, the private right of action under CCPA does not cover biometric data.[footnoteRef:43]  [39:  Cal. Civ. Code § 1798.100 et seq.]  [40:  Cal. Civ. Code § 1798.140 (b). ]  [41:  California Attorney General Xavier Becerra, California Consumer Privacy Act (CCPA), April 24, 2023, https://oag.ca.gov/privacy/ccpa#sectionc. ]  [42:  Id. ]  [43:  Molly K. McGinley, The Biometric Bandwagon Rolls On: Biometric Legislation Proposed Across the United States, NATIONAL LAW REVIEW (Mar 25, 2019) https://www.natlawreview.com/article/biometric-bandwagon-rolls-biometric-legislation-proposed-across-united-states. ] 

The California Privacy Rights Act (“CPRA”) establishes a new state agency, the California Privacy Protection Agency, which has enforcement authority of the CCPA.[footnoteRef:44] [44:  Cal. Civ. Code § 1798.100 et seq.] 

iv. Washington
In 2017, Washington State passed a biometric privacy law[footnoteRef:45] that prohibits both companies and individuals from entering biometric data into a database without providing notice, gaining consent and providing a mechanism for preventing the subsequent use of the biometric data for a commercial purpose.[footnoteRef:46] Notably, Washington’s law excludes facial recognition data from the definition of “biometric identifier,” and instead is limited to “data generated by automatic measurements of an individual’s biological characteristics, such as a fingerprint, voiceprint, eye retinas, irises or other unique biological patterns or characteristics that are used to identify a specific individual.”[footnoteRef:47] [45:  Wash. Rev. Code Ann. §§ 19.375.010- 19.375.040 (West).]  [46:  See Wash. Rev. Code Ann. § 19.375.020 (West);State Biometric Privacy Legislation: What You Need to Know, THOMPSON HINE (Sept 5, 2019) https://www.thompsonhine.com/publications/state-biometric-privacy-legislation-what-you-need-to-know#:~:text=Washington%20enacted%20biometric%20privacy%20protections,data%20for%20a%20commercial%20purpose.]  [47:  NYC Bar Association, Power, Pervasiveness and Potential, (August 2020) p. 15. ] 

v. Municipalities 
Cities have also passed local laws regulating and sometimes banning facial and biometric recognition technologies and practices. For instance, in 2020, Portland, Oregon passed a ban on the use of facial recognition by places of public accommodation.[footnoteRef:48] Other cities including Portland, Maine, and Baltimore, Maryland,[footnoteRef:49] have passed facial recognition regulation laws, although Baltimore’s law expired in December 2022.[footnoteRef:50]  [48:  Portland, Or., City Code § 34.10. ]  [49:  Baltimore, Md., Ordinance 21-038. https://baltimore.legistar.com/LegislationDetail.aspx?ID=4749282&GUID=3605654F-5629-41A1-BD96-89946A2C32FB&Options=&Search=&FullText=1. ]  [50:  Russell Brandon, Portland, Maine has voted to ban facial recognition, THE VERGE (Nov 4, 2020), https://www.theverge.com/2020/11/4/21536892/portland-maine-facial-recognition-ban-passed-surveillance; Deborah Weiner, Baltimore councilman seeks to regulate facial recognition technology after ban expires, WBALTV11 (Dec 23, 2022) https://www.wbaltv.com/article/baltimore-councilman-seeks-to-regulate-facial-recognition-technology-after-ban-expires/42329343. ] 

V. Using Biometrics: Pitfalls and Challenges
a. Biometric Technology Accuracy: Error Rates and Bias
Facial recognition technology is used widely by different individuals, groups, and organizations. In 2018, the Gender Shades Project[footnoteRef:51] published an audit of the accuracy of major facial recognition algorithms. Across the companies studied, the highest rate of inaccuracy was within the “darker female” category while the highest rate of accuracy was within the category “lighter male.” Error rates between these two categories were divergent, with inaccuracy rates of up to 34 percent for darker-skinned women but only 0.8  percent for lighter-skinned men.[footnoteRef:52] [51:  Joy Buolamwini, Timnit Gebru, Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification, THE GENDER SHADES PROJECT (2018), http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf.]  [52:  Joy Buolamwini, Timnit Gebru, Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification, THE GENDER SHADES PROJECT (2018), http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf.] 


	After the release of the Gender Shades Project’s audit, several companies made changes to their algorithms in an attempt to increase accuracy equitability.[footnoteRef:53] The Gender Shades Project conducted a re-audit and found that there was a decrease in error rates in identifying darker females specifically.[footnoteRef:54] The American Civil Liberties Union (“ACLU”) conducted their own test of FRT, using Amazon’s tool, “Rekognition” to identify members of Congress.[footnoteRef:55] Twenty-eight members of Congress were misidentified as people with a criminal record based off matches found in a database of mugshots.[footnoteRef:56] The false matches were disproportionately amongst members of color.[footnoteRef:57] [53:  Alex Najibi, Racial Discrimination in Face Recognition Technology, SCIENCE IN THE NEWS, HARVARD UNIVERSITY (Oct 24, 2020) https://sitn.hms.harvard.edu/flash/2020/racial-discrimination-in-face-recognition-technology/.]  [54:  Id.]  [55:  Jacob Snow, Amazon’s Face Recognition Falsely Matched 28 Members of Congress With Mugshots, AMERICAN CIVIL LIBERTIES UNION (Jul 26, 2018), https://www.aclu.org/news/privacy-technology/amazons-face-recognition-falsely-matched-28.]  [56:  Id.]  [57:  Id.] 

The National Institute of Standards and Technology (“NIST”) has also tested biometric technology effectiveness and accuracy. In 2022, the NIST reported that while FRT has seen significant gains in accuracy in the last few years, significantly higher misidentification rates remain for Native Americans, Asians, and African Americans.[footnoteRef:58] It also noted increased failures at identifying women, seniors, and children, noting that “[m]iddle-aged white men generally benefited from the highest accuracy rates,” and that facial recognition software's reliability in identifying individuals' gender is lower when their skin tone is darker.[footnoteRef:59] The Scientific American also reported inaccuracies within voice recognition tools, finding that they can generate results with a racial bias, particularly failing to recognize certain accents and African American Vernacular English.[footnoteRef:60]  [58:  Laura C. Powell, The Good, the Bad, and the Ugly: Black Lives Matter Protests, the January 6th Insurrection, and Facial Recognition Technology As Admissible Evidence, 72 AM. U. L. REV. 277, 292–93 (2022); RFI Response: Biometric Technologies, 86 FR 56300 by Attorneys General of the District of Columbia and the states of Illinois, Maryland, Michigan, Minnesota, New York, North Carolina, Oregon, Vermont, and Washington, January 14, 2022 (citing Drew Harwell, Federal study confirms racial bias of many facial-recognition systems, casts doubt on their expanding use, THE WASHINGTON POST (Dec 19, 2019), www.washingtonpost.com/technology/2019/12/19/federal-study-confirms-racial-bias-many-facial-recognition-systems-casts-doubt-their-expanding-use/). ]  [59:  Drew Harwell, Federal study confirms racial bias of many facial-recognition systems, casts doubt on their expanding use, THE WASHINGTON POST (Dec 19, 2019), www.washingtonpost.com/technology/2019/12/19/federal-study-confirms-racial-bias-many-facial-recognition-systems-casts-doubt-their-expanding-use/.]  [60:  Claudia Lopez, Speech Recognition Tech is Yet Another Example of Bias, SCIENTIFIC AMERICAN (Jul 5, 2020), https://www.scientificamerican.com/article/speech-recognition-tech-is-yet-another-example-of-bias/.  ] 

Moreover, biometric identification systems may show an inability to identify individuals with disabilities accurately. For example, individuals with physical disabilities such as missing limbs or facial differences may not have the same biometric features as non-disabled individuals.[footnoteRef:61] Similarly, individuals with hearing or speech impairments may be unable to use voice recognition systems effectively.[footnoteRef:62] [61:  Elizabeth M. Renieris, Yong Suk Lee, RFI Response: Biometric Technologies, OFFICE OF SCIENCE AND TECHNOLOGY POLICY (Jan 4 2022) pp. 849 https://www.ai.gov/rfi/2022/86-FR-56300/Biometric-RFI-2022-combined.pdf.]  [62:  Id. ] 

	A key factor in the rate of inaccuracy within biometric identification systems like facial recognition may be the developing and testing methods used.[footnoteRef:63] For instance, databases used for testing and training facial recognition algorithms may be predominately white and male.[footnoteRef:64] Furthermore, a review of photos of people of color within one of these databases found that they were arguably of lesser quality, possibly due to camera settings often not being optimal for capturing darker skin tones.[footnoteRef:65]  [63:  Joy Buolamwini, Timnit Gebru, Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification, THE GENDER SHADES PROJECT (2018), http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf.]  [64:  Id.]  [65:  Vitor Albierto, et al., Characterizing the Variability in Face Recognition Accuracy Relative to Race, FLORIDA INSTITUTE OF TECHNOLOGY and the UNIVERSITY OF NOTRE DAME (Apr 15 2019) https://arxiv.org/abs/1904.07325.] 

Additionally, demographic variety[footnoteRef:66] within the technical engineer space should be considered. As of 2023, based on a review of job postings and profiles by Zippia, 83.3 percent of technical support engineers are men.[footnoteRef:67] The same review shows that 54.4 percent of technical support engineers are white, 15.1 percent are Hispanic or Latino, 15 percent are Asian, and 9.8 percent are Black or African American.[footnoteRef:68] Studies have shown that it is common for people to have a more difficult time telling those of another race apart than it is for them to identify people within their own race.[footnoteRef:69] Given the possibility of cross-race identification issues, it is possible that this is a contributing factor to accuracy issues found in FRT and other biometric identification systems.  [66:  Technical Support Engineer Demographics and Statistics in the US, ZIPPIA (2023) https://www.zippia.com/technical-support-engineer-jobs/demographics/. ]  [67:  Id.]  [68:  Id.]  [69:  Rachel L. Swarns, The Science Behind ‘They All Look Alike to Me’, THE NEW YORK TIMES (Sept 20 2015), https://www.nytimes.com/2015/09/20/nyregion/the-science-behind-they-all-look-alike-to-me.html. ] 

Efforts to continue to improve FRT are underway. As usage of facial recognition tools continues to grow, tech companies themselves have called for more government regulation to help keep this technology from being abused.[footnoteRef:70] In 2019, Amazon released guidance[footnoteRef:71] for lawmakers on best practices for use of this technology and how best it can be regulated, as well as offering training[footnoteRef:72] for customers of its technology, as it believed misuse was a leading cause in inaccuracy rates.[footnoteRef:73] In response to the criticism regarding inaccuracy rates, Microsoft claimed in 2018 to have reduced its error rates for identifying darker-skinned individuals by up to 20 times.[footnoteRef:74] IBM released a dataset in 2019 of 1 million images that takes note of more than just skin tone, age, and gender, additionally focusing on features such as face symmetry, nose length, and forehead height to help increase fairness and accuracy.[footnoteRef:75] And even though artificial intelligence has brought about substantial improvements in the precision of FRT, it still has a long way to go before achieving flawless accuracy.[footnoteRef:76]  [70:  Queenie Wong, Why facial recognition’s racial bias problem is so hard to crack, CNET (Mar 27, 2019), https://www.cnet.com/science/why-facial-recognitions-racial-bias-problem-is-so-hard-to-crack/. ]  [71:  Michael Punke, Some Thoughts on Facial Recognition Legislation, AMAZON WEB SERVICES (Feb 7, 2019) https://aws.amazon.com/blogs/machine-learning/some-thoughts-on-facial-recognition-legislation/?sc_channel=sm&sc_campaign=AWS_Public_Relations&sc_publisher=LINKEDIN&sc_country=Global&sc_geo=GLOBAL&sc_outcome=awareness&trk=_LINKEDIN&sc_content=PR_Facial_Recognition&linkId=63351054&tag=cnet-buy-button-20&ascsubtag=7ba9d1a2c56f486badd06ce6c15a11c8%7C81f19094-7fdf-41fb-8ecd-11a50153c668%7Cdtp%7Ccn.  ]  [72:  Queenie Wong, Why facial recognition’s racial bias problem is so hard to crack, CNET (Mar 27, 2019) https://www.cnet.com/science/why-facial-recognitions-racial-bias-problem-is-so-hard-to-crack/. ]  [73:  Matt Wood, Thoughts On Machine Learning Accuracy, AMAZON WEB SERVICES (Jul 27, 2018) https://aws.amazon.com/blogs/aws/thoughts-on-machine-learning-accuracy/?tag=cnet-buy-button-20&ascsubtag=96453758c7d9448cbcac36d0a4544924%7C81f19094-7fdf-41fb-8ecd-11a50153c668%7Cdtp%7Ccn.]  [74:  Joan Roach, Microsoft improves facial recognition technology to perform well across all skin tones, genders, MICROSOFT (Jun 26, 2018) https://blogs.microsoft.com/ai/gender-skin-tone-facial-recognition-improvement/. ]  [75:  Queenie Wong, Why facial recognition’s racial bias problem is so hard to crack, CNET (Mar 27, 2019) https://www.cnet.com/science/why-facial-recognitions-racial-bias-problem-is-so-hard-to-crack/. ]  [76:  Kashmir Hill, Which Stores Are Scanning Your Face? No One Knows, THE NEW YORK TIMES (Mar 10, 2023) https://www.nytimes.com/2023/03/10/technology/facial-recognition-stores.html. ] 

b. Legal Cases Involving Civil Rights Violations from Biometric Identification Tech
In multiple jurisdictions, there have been a number of legal actions brought forth by individuals who claimed to have suffered physical harm, violations of civil rights, or discrimination as a result of the use of biometric identification systems.
Civil liberties advocates have warned that uncontrolled use of FRT can lead to harassment of innocent individuals, arbitrary and discriminatory arrests, infringements of privacy rights, and chilled personal expression.[footnoteRef:77]  Indeed, as a result of the concerns raised by civil liberties advocates about the use of facial recognition technology, several advocacy groups brought lawsuits against various entities. Many cases listed below demonstrate the breadth of potential for FRT to violate civil rights, particularly with regard to issues of racial bias, government surveillance, and privacy.  [77:  Ryan Mcneill, Rite Aid deployed facial recognition system in hundreds of U.S. stores, REUTERS (Jul 28, 2020) https://www.reuters.com/investigates/special-report/usa-riteaid-software/.  ] 

In Nijeer Parks v. John Mccormack,[footnoteRef:78] plaintiff was accused of shoplifting and arrested. According to the complaint, Woodbridge, New Jersey, police relied “solely on the faulty and illegal Clearview Facial Recognition App.”[footnoteRef:79] After suffering an asthmatic attack while spending time in jail, the plaintiff filed a civil suit alleging, among other things, that the use of FRT and police conduct violated his equal protection rights, New Jersey Civil Rights Act, Fourth Amendment rights and his right to due process under the law.[footnoteRef:80] The case was transferred to another venue.  [78:  Parks v. Mccormack, PAS-L-003672-20 (2020).]  [79:  Parks v. Mccormack, PAS-L-003672-20, Complaint. ]  [80:  Parks v. Mccormack, PAS-L-003672-20, Complaint.] 

In Bah v. Apple,[footnoteRef:81] Defendants[footnoteRef:82] Apple Inc. and Security Industry Specialists, Inc. were claimed to have negligently relied on the facial recognition software called FACE ID which had misidentified the plaintiff as the suspect for a larceny, among other offenses, committed in a Manhattan Apple store. The defendants were also claimed to have taken no action to correct their error and continuously implicated Bah for erroneous charges, which negatively affected his educational pursuits and reputation. Plaintiff alleged defamation, malicious prosecution, deprivation of civil rights under 42 USC § 1983, and wrongful arrest and detainment.[footnoteRef:83] The case was settled.  [81:  Bah v. Apple Inc., 2021 WL 1550530 (S.D.N.Y.).]  [82:  Apple Inc., Security Industry Specialists, Inc., John Woodruff, Individually and as An employee of Security Industry Specialists, Inc., Detective John Reinhold, in his individual capacity as a detective for the New York Police Department, Detective Pagan, Shield No. 1731, in his individual capacity as a detective for the New York Police Department, Detective White, Shield No. 5993, in his individual capacity as a detective for the New York Police Department, Detective Granata, Shield No. 195, in his individual capacity as a detective for the New York Police Department, Detective Pattelli, Shield No. 512, in his individual capacity as a detective for the New York Police Department, and City of New York, by and through the New York Police Department, 2021 WL 1550530 (S.D.N.Y.).]  [83:  Bah v. Apple Inc., 2021 WL 1550530 (S.D.N.Y.).] 

In Williams v. City of Detroit, the plaintiff, a Black man, was wrongfully arrested due to a false facial recognition match made by the Detroit Police Department. The Detroit police department, using technology provided by DataWorks Plus, ran a facial recognition search and received a match.[footnoteRef:84] Specifically, two low-quality pictures were matched to the plaintiff’s driver’s license picture. The ACLU filed a complaint against the city of Detroit for violating the plaintiff's Fourth Amendment rights, as well as his rights to equal protection under the law.[footnoteRef:85] [84:  See Kashmir Hill, Wrongfully Accused by an Algorithm, THE NEW YORK TIMES (Aug 3, 2020), https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html.  ]  [85:  See Phil Mayor, ACLU of Michigan Complaint re Use of Facial Recognition, AMERICAN CIVIL LIBERTIES UNION MICHIGAN (Jun 24, 2020) https://www.aclu.org/letter/aclu-michigan-complaint-re-use-facial-recognition.  ] 

In November 2020, a male Georgia resident was wrongfully arrested and accused of the thefts of two Chanel purses and a brown Louis Vuitton bag, collectively worth almost $13,000, from Second Act, a consignment store on the outskirts of New Orleans. FRT by Clearview AI was used to analyze the man's face from the store's security cameras, which identified him as a possible suspect.[footnoteRef:86] Later, “police [withdrew] the warrant because they had noticed a mole on [the man’s] face that the alleged purse thief did not have.”[footnoteRef:87] The man spent thousands of dollars on legal fees and six days in jail before clearing his name. [footnoteRef:88]  [86:  Kashmir Hill, Ryan Mac, ‘Thousands of Dollars for Something I Didn’t Do’, THE NEW YORK TIMES (Mar 31, 2023) https://www.nytimes.com/2023/03/31/technology/facial-recognition-false-arrests.html. ]  [87:  Id.]  [88:  Id.] 

In 2022, several attorneys were named in news reports detailing how MSG Entertainment was using facial recognition to identify persons for the purpose of barring entry to its venues for lawyers who were employed at firms that were involved in active litigation with MSG Entertainment, regardless of whether they were involved in the lawsuits in question.[footnoteRef:89] They were not allowed to attend the events for which they had already bought tickets, and were turned away at venues owned by MSG Entertainment, including Radio City Music Hall, the Beacon Theater, and Madison Square Garden. MSG Entertainment has been sued over their use of FRT, and many of the cases are ongoing.[footnoteRef:90]    [89:  Kris Rhim, Suing Madison Square Garden? Forget About Your Knicks Tickets., THE NEW YORK TIMES (Oct 13, 2022) https://www.nytimes.com/2022/10/13/sports/lawsuit-msg-lawyers-banned-knicks-rangers.html; Kashmir Hill, Corey Kilgannon, Madison Square Garden Uses Facial Recognition to Ban Its Owner’s Enemies, THE NEW YORK TIMES (Dec 12, 2022) https://www.nytimes.com/2022/12/22/nyregion/madison-square-garden-facial-recognition.html; Kashmir Hill, Lawyers Barred by Madison Square Garden Found a Way Back In, THE NEW YORK TIMES (Jan 16, 2023) https://www.nytimes.com/2023/01/16/technology/madison-square-garden-ban-lawyers.html; Manuela López Restrepo, She was denied entry to a Rockettes show — then the facial recognition debate ignited, NPR (Jan 21, 2023) https://www.npr.org/2023/01/21/1150289272/facial-recognition-technology-madison-square-garden-law-new-york; Kashmir Hill, Which Stores Are Scanning Your Face? No One Knows, THE NEW YORK TIMES (Mar 10, 2023) https://www.nytimes.com/2023/03/10/technology/facial-recognition-stores.html. ]  [90:  Id. ] 

All of these incidents highlight the dangers of the inaccuracy of FRT, its potential for misuse, and how it can disproportionately harm people of color. 
c. Data Breaches and Cybersecurity 
Because biometric information is based on a unique physiological characteristic, it is naturally stable and hard to artificially alter.[footnoteRef:91] Unlike a password, this information cannot be changed, so when individuals access biometric data — like fingerprints, retina, facial, or voice patterns — they gain information that can be linked to an identity forever, potentially causing irreversible damage.[footnoteRef:92] [91:  See, e.g., Arielle Pardes, Facial Recognition Tech Is Ready for Its Post-Phone Future, WIRED (Sep 10, 2018) https://www.wired.com/story/future-of-facial-recognition-technology/. ]  [92:  VpnMentor Research Team, Report: Data Breach in Biometric Security Platform Affecting Millions of Users, VPNMENTOR (Aug 14, 2019), https://www.vpnmentor.com/blog/report-biostar2-leak/#Data-Breach-Impact; Craig Gibson, Vladimir Kropotov et. al, Leaked Today, Exploited for Life, TREND MICRO (2022) https://documents.trendmicro.com/assets/white_papers/wp-leaked-today-exploited-for-life.pdf. ] 

As previously mentioned, the collection of biometric data results in a proliferation of databases storing that data, which may be sold, shared, or used in ways that people do not necessarily understand or consent to. These databases have the potential to be exposed to security failures stemming from information leaks by careless or corrupt employees, hackers, or even foreign intelligence agency break-ins.[footnoteRef:93] The expanding collection of data has consequently seen an increasing number of data breaches, and large biometric databases have already been hacked.[footnoteRef:94]  [93:  Sharon Nakar, Dov Greenbaum, Now You See Me. Now You Still Do: Facial Recognition Technology and the Growing Lack of Privacy, 23 B.U. J. SCI. & TECH. L. 88, 109 (2017).]  [94:  See, e.g., Anish Malhotra, The World's Largest Biometric ID System Keeps Getting Hacked: The Personal Data of Many Indians Is For Sale on WhatsApp For Less Than $10, VICE: MOTHERBOARD (Jan 8, 2018) https://motherboard.vice.com/en_us/article/43q4jp/aadhaar-hack-insecure-biometric-id-system; see also US Government Hack Stole Fingerprints of 5.6 Million Federal Employees, THE GUARDIAN (Sep 23, 2015), https://www.theguardian.com/technology/2015/sep/23/us-government-hack-stole-fingerprints. ] 

One of the earliest known hacks was a database breach of the U.S. Office of Personnel Management in 2015.[footnoteRef:95] The Office of Personnel Management breach resulted in the loss of millions of current and former federal employees' biometric records, including fingerprint data, and was attributed to state-sponsored hackers from China.[footnoteRef:96] [95:  Id.]  [96:  Id.] 

In 2019, the information of over 1 million people, including fingerprints, facial recognition information, unencrypted usernames and passwords, and employees’ personal information, was discovered on a publicly accessible database owned by the company Suprema, whose customers included the British Metropolitan Police Service, defense contractors, and banks.[footnoteRef:97]  [97:  Josh Taylor, Major Breach Found in Biometrics System Used by Banks, UK Police and Defence Firms, THE GUARDIAN (Aug 14, 2019) https://www.theguardian.com/technology/2019/aug/14/major-breach-found-in-biometrics-system-used-by-banks-uk-police-and-defence-firms.] 

 	In 2020, Clearview AI, a facial recognition company, suffered a data breach that exposed its entire client list, as well as its source code and other sensitive information.[footnoteRef:98] According to Clearview AI, their huge database of images was not part of the breach. Nevertheless, the breach raised concerns about the potential misuse of stolen biometric data.[footnoteRef:99] [98:  Kate O’Flaherty, Clearview AI, The Company Whose Database Has Amassed 3 Billion Photos, Hacked, FORBES (Feb 26, 2020) https://www.forbes.com/sites/kateoflahertyuk/2020/02/26/clearview-ai-the-company-whose-database-has-amassed-3-billion-photos-hacked/?sh=6533ecb67606. ]  [99:  Id.] 

These incidents highlight the need for stronger cybersecurity measures to protect biometric data, which can be used for identity verification and authentication purposes. 
d. Artificial Intelligence Implications in Biometric Identification Technology
Artificial intelligence has significant implications in the realm of biometric identification technology. Researchers at New York University’s Tandon School of Engineering used artificial intelligence to spoof fingerprints to bypass fingerprint recognition systems in mobile devices, while researchers at Penn State found that images and videos generated by deep learning algorithms, also known as “deepfakes,” were able to bypass some of the most commonly used facial recognition systems.[footnoteRef:100] Artificial intelligence has also been shown to assist with de-anonymizing datasets by tracking unique data patterns, and has been utilized to carry out more sophisticated cyberattacks.[footnoteRef:101] Artificial intelligence can also be used to enhance biometric recognition capabilities, like enabling a facial recognition system to match facial images from varying angles, and AI tools have been used to automatically identify photos of people online and collect personal images to create training datasets.[footnoteRef:102]  [100:  Tandon Team Creates ‘Master Prints’ to Trick Your Devices, WASHINGTON SQUARE NEWS (Nov 25, 2018) https://nyunews.com/2018/11/25/tandon-research-fingerprint-identification-hack/; Jessica Hallman, Deepfakes expose vulnerabilities in certain facial recognition technology, INFORMATION SCIENCES AND TECHNOLOGY AT PENN STATE (Aug 11, 2022) https://www.psu.edu/news/information-sciences-and-technology/story/deepfakes-expose-vulnerabilities-certain-facial/. ]  [101:  Nikk Ogasa, How AI can identify people even in anonymized datasets, SCIENCENEWS (Jan 25, 2022) https://www.sciencenews.org/article/ai-identify-anonymous-data-phone-neural-network; John Meah, AI in Cybersecurity: The Future of Hacking is Here, TECHOPEDIA (Apr 28, 2023) https://www.techopedia.com/ai-in-cybersecurity-the-future-of-hacking-is-here/2/34520. ]  [102:  Christian Berghoff, Matthias Newu, Arndt von Twickel, The Interplay of AI and Biometrics: Challenges and Opportunities, COMPUTER p. 80-85 (Sept 2021), https://www.computer.org/csdl/magazine/co/2021/09/09524669/1wpqdbENtIc; Nicole Buckler, I Used a Creepy AI Image Tool to Find Photos of Myself Online and it Was Terrifying, THE CHAINSAW (Mar 7, 2023) https://thechainsaw.com/business/ai-image-tool-artificial-intelligence-pimeyes-ai-reverse-image-search/; Chloe Xiang, AI Is Probably Using Your Images and It's Not Easy to Opt Out, VICE: MOTHERBOARD (Sept 26, 2022) https://www.vice.com/en/article/3ad58k/ai-is-probably-using-your-images-and-its-not-easy-to-opt-out.  ] 

VI.  Conclusion
The use of biometric recognition systems, particularly facial recognition, raise potential concerns for privacy and civil rights violations. There may be legitimate reasons to use this technology, but there should also be safeguards in place to ensure that the technology is not abused. Palantir, a company focused on big-data analytics, submitted in reply to a federal request for information: “Facial recognition has great potential for enabling meaningful and constructive security but must be evaluated against privacy and other social costs attendant to its use.”[footnoteRef:103]  [103:  Palantir’s response to the White House Office of Science and Technology Policy published a Request for Information (RFI) in the Federal Register on public and private sector uses of biometric technologies, FEDERAL REGISTER NOTICE 86 FR 56300, p. 896 (Jan 15, 2022), https://www.federalregister.gov/documents/2021/10/08/2021-21975/notice-of-request-for-information-rfi-on-public-and-private-sector-uses-of-biometric-technologies.] 

The Committees are seeking testimony from various stakeholders, including the Office of Technology and Innovation, the Department of Consumer and Worker Protection, the New York City Commission On Human Rights, the New York City Department of Housing Preservation and Development, advocacy groups, and community-based non-profit organizations.
VII.  Legislative Analysis
Int. 1014-2023, a Local Law to amend the administrative code of the city of New York in relation to prohibiting places or providers of public accommodation from using biometric recognition technology and protecting any biometric identifier information collected
This bill would make it unlawful for any place or provider of public accommodation, as such term is currently defined under Admin. Code. § 8-102, to use biometric recognition technology to verify or identify a customer. It would also require places or providers of public accommodation to require written consent before any biometric identifier information could be collected. An exemption is given where, when the specific services sought by a customer cannot inherently be performed without the collection and processing of biometric identifier information, the agreement by the customer to engage such services shall be deemed consent. That exemption, however, would not apply to security or sale systems ancillary to the services sought by the customer. Additionally, the bill would require any such information collected to be protected, and mandates the availability of written policies regarding the use of biometric data. It also requires that customers be given the ability to request the deletion of their biometric identifier information. Finally, the bill would prohibit the denial of service to customers who exercise the rights granted them by this section of law. 
This local law would take effect 180 days after it becomes law, provided that where the provisions of section 22-1202 of the administrative code of the city of New York, as added by section two of this local law, cannot be applied consistently with currently applicable contracts, such provisions shall only apply with respect to contracts entered into or renewed after the effective date of this local law.
Int. 1024-2023, a Local Law to amend the administrative code of the city of New York, in relation to limiting the use of facial recognition technology in residential buildings
This bill would make it unlawful for an owner of a multiple dwelling to install, activate or use any biometric recognition technology that identifies tenants or the guest of a tenant. It also amends the existing definition of ‘biometric identifier information’ and adds a new defined term of ‘biometric recognition technology.’
This local law would take effect 120 days after it becomes law, provided that where the provisions of section 26-3008 of the administrative code of the city of New York, as added by section three of this local law, cannot be applied consistently with currently applicable contracts, such provisions shall only apply with respect to contracts entered into or renewed after the effective date of this local law.
Res. 296 - Resolution calling on the New York State Legislature to pass and the Governor to sign, S.6924A/A.8347A, which establishes a task force on missing women and girls who are Black, Indigenous and people of color.
	This resolution would call on the New York State Legislature to pass and the Governor to sign, S.6924A/A.8347A. The State legislation would establish a task force on missing women and girls who are Black, Indigenous, and people of color (“BIPOC”). Nationally, almost 40 percent of the 250,000 women and girls who were missing in 2020 were people of color. Structural inequality has resulted in the underreporting of missing BIPOC women and girls. The proposed task force would develop policy changes to address these structural inequalities. It would also provide BIPOC communities with education and training on prevention, protection, and protocols related to missing BIPOC women and girls.
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Int. No. 1014

By Council Members Hanif, Gutiérrez, Rivera, Williams, Sanchez, Louis, Marte and Farías

..Title
A Local Law to amend the administrative code of the city of New York in relation to prohibiting places or providers of public accommodation from using biometric recognition technology and protecting any biometric identifier information collected
..Body

Be it enacted by the Council as follows:
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Section 1. Section 22-1201 of the administrative code of the city of New York, as added by local law number 3 for the year 2021, is amended by repealing definitions for the terms “commercial establishment,” “consumer commodity,” “financial institution,” “food and drink establishment,” “place of entertainment,” and “retail store,” amending the definition for the term “biometric identifier information,” and adding definitions for the terms “biometric recognition technology,” and “place or provider of public accommodation,” to read as follows:
Biometric identifier information. The term “biometric identifier information” means a physiological or biological characteristic that is used by or on behalf of a commercial establishment, singly or in combination, to identify, or assist in identifying an individual, including, but not limited to: (i) a retina or iris scan, (ii) a fingerprint or voiceprint, (iii) a scan of hand or face geometry, [or any other identifying characteristic] (iv) gait or movement patterns, or (v) any other similar identifying characteristic that can be used alone or in combination with each other, or with other information, to establish individual identity.
Biometric recognition technology. The term “biometric recognition technology” means a process or system that captures or assists in the capture of biometric identifier information of a person or persons in conjunction with any automated process or system that verifies or identifies, or assists in verifying or identifying, a person or persons based on such biometric identifier information.
[Commercial establishment. The term “commercial establishment” means a place of entertainment, a retail store, or a food and drink establishment.
Consumer commodity.  The term “consumer commodity” means any article, good, merchandise, product or commodity of any kind or class produced, distributed or offered for retail sale for consumption by individuals, or for personal, household or family purposes.]
Customer. The term “customer” means a purchaser or lessee, or a prospective purchaser or lessee, of goods or services from a commercial establishment.
	[Financial institution. The term “financial institution” means a bank, trust company, national bank, savings bank, federal mutual savings bank, savings and loan association, federal savings and loan association, federal mutual savings and loan association, credit union, federal credit union, branch of a foreign banking corporation, public pension fund, retirement system, securities broker, securities dealer or securities firm, but does not include a commercial establishment whose primary business is the retail sale of goods and services to customers and provides limited financial services such as the issuance of credit cards or in-store financing to customers.
Food and drink establishment. The term “food and drink establishment” means an establishment that gives or offers for sale food or beverages to the public for consumption or use on or off the premises, or on or off a pushcart, stand or vehicle.
[bookmark: LPHit2]Place of entertainment. The term “place of entertainment” means any privately or publicly owned and operated entertainment facility, such as a theater, stadium, arena, racetrack, museum, amusement park, observatory, or other place where attractions, performances, concerts, exhibits, athletic games or contests are held.
Retail store. The term “retail store” means an establishment wherein consumer commodities are sold, displayed or offered for sale, or where services are provided to consumers at retail.]
Place or provider of public accommodation. The term "place or provider of public accommodation" shall have the same meaning as in section 8-102. 
§2. Section 22-1202 of the administrative code of the city of New York, as added by local law number 3 for the year 2021, is amended to read as follows:
          § 22-1202 Collection, use, and retention of biometric identifier information and use of biometric recognition technology. a. Any [commercial establishment] place or provider of public accommodation that collects, retains, converts, stores, [or] shares, or otherwise obtains biometric identifier information of customers must disclose such collection, retention, conversion, storage, [or] sharing, or obtaining of biometric identifier information, as applicable, by placing a clear and conspicuous sign near all of the [commercial establishment’s] place or provider of public accommodation’s customer entrances notifying customers in plain, simple language, in a form and manner prescribed by the commissioner of consumer and worker protection by rule, that customers’ biometric identifier information is being collected, retained, converted, stored or shared, as applicable and shall be required to get the written consent of such customer in advance of any collection. 
b. It shall be unlawful for any place or provider of public accommodation to use any biometric recognition technology to verify or identify a customer.
c. It shall be unlawful to disclose, sell, lease, trade, or share in exchange for anything of value or otherwise profit from the transaction of biometric identifier information with any third party.
d. Any place or provider of public accommodation in possession of biometric identifier information shall develop a written policy, to be made available to the public upon request, that shall include a retention schedule and guidelines for the permanent destruction of biometric identifier information when the initial purpose for collecting or obtaining such identifiers or information has been satisfied, or within two years of the individual's last interaction with the place or provider of public accommodation, whichever occurs first.
e. Any place or provider of public accommodation that collects, retains, converts, stores, shares, or otherwise obtains biometric identifier information of any person shall develop, implement and maintain reasonable safeguards to protect the security, confidentiality and integrity of the biometric identifier information including, but not limited to: conducting assessments of risks in network and software design; conducting assessments of risks in information processing, transmission and storage; making reasonable efforts to detect, prevent and respond to attacks or system failures; regularly testing and monitoring the effectiveness of key controls, systems and procedures; and implementing protections against unauthorized access to or use of biometric identifier information during or after the collection, transportation and destruction or disposal of the information. 
f. Any place or provider of public accommodation that collects, retains, converts, stores, shares, or otherwise obtains biometric identifier information of customers shall provide the opportunity to any such customer to request that such place or provider of public accommodation erase such biometric identifier information of such customer. 
g. Any place or provider of public accommodation that collects, retains, converts, stores, shares, or otherwise obtains biometric identifier information shall not refuse service to any customer because the customer exercised rights pursuant to this section, including, but not limited to, by denying goods or services to the consumer; charging different prices or rates for goods or services, including through the use of discounts or other benefits or imposing penalties; or providing a different level of quality of goods or services to the customer.
§3. Section 22-1203 of the administrative code of the city of New York, as added by local law number 3 for the year 2021, is amended to read as follows:
§ 22-1203 Private right of action. A person who is aggrieved by a violation of this chapter may commence an action in a court of competent jurisdiction on [his or her] such person’s own behalf against an offending party. At least 30 days prior to initiating any action against a [commercial establishment] place or provider of public accommodation for a violation of subdivision a of section 22-1202, the aggrieved person shall provide written notice[.] to the [commercial establishment] place or provider of public accommodation setting forth such person’s allegation. If, within 30 days, the [commercial establishment] place or provider of public accommodation cures the violation and provides the aggrieved person an express written statement that the violation has been cured and that no further violations shall occur, no action may be initiated against the [commercial establishment] place or provider of public accommodation for such violation. If a [commercial establishment] place or provider of public accommodation continues to violate subdivision a of section 22-1202, the aggrieved person may initiate an action against such [establishment] place or provider. No prior written notice is required for actions alleging a violation of subdivision b or c of section 22-1202. A prevailing party may recover: 
1. For each violation of subdivision a of section 22-1202, damages of $500; 
2. For each negligent violation of subdivision b or c of section 22-1202, damages of $500; 
3. For each intentional or reckless violation of subdivision b or c of section 22-1202, damages of $5,000; 
4. Reasonable attorneys’ fees and costs, including expert witness fees and other litigation expenses; and 
5. Other relief, including an injunction, as the court may deem appropriate. 
§4. Section 22-1204 of the administrative code of the city of New York, as added by local law number 3 for the year 2021, is amended to read as follows:
§ 22-1204 Applicability. a. Nothing in this chapter shall apply to the collection, storage, sharing or use of biometric identifier information by government agencies, employees or agents.
b. The [disclosure required] requirements of subdivision [a] e of section 22-1202 shall not apply to[:]
[1. Financial institutions.
2. Biometric identifier information collected through photographs or video recordings, if: (i) the images or videos collected are not analyzed by software or applications that identify, or that assist with the identification of, individuals based on physiological or biological characteristics, and (ii) the images or video are not shared with, sold or leased to third-parties other than law enforcement agencies.] any place or provider of public accommodation that is subject to, and in compliance with, any of the following data security requirements: (i) regulations promulgated pursuant to title v of the financial services modernization act of 1999; (ii) regulations implementing the health insurance portability and accountability act of 1996 and the health information technology for economic and clinical health act of 2009; and (iii) part 500 of title 23 of the New York codes, rules and regulations, regarding cybersecurity. 
c. Where the specific services sought by a customer from a place or provider of public accommodation cannot be performed without the collecting and processing of biometric identifier information, the agreement by the customer to engage such services shall be deemed consent for the purposes of subdivision a of section 22-1202. This exemption shall not apply to any security or sale system that is ancillary to the specific services sought by the customer. 
§ 5. This local law takes effect 180 days after it becomes law, provided that where the provisions of section 22-1202 of the administrative code of the city of New York, as added by section two of this local law, cannot be applied consistently with currently applicable contracts, such provisions shall only apply with respect to contracts entered into or renewed after the effective date of this local law.
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Int. No. 1024

By Council Members Rivera, Sánchez, Cabán, Hanif, Louis, Riley and Richardson Jordan (by request of the Manhattan Borough President)

..Title
A Local Law to amend the administrative code of the city of New York, in relation to limiting the use of facial recognition technology in residential buildings 
..Body




Be it enacted by the Council as follows:
32



35
[bookmark: _DV_M9][bookmark: _DV_M10][bookmark: _DV_M11][bookmark: _DV_M12][bookmark: _DV_M13][bookmark: _DV_M14][bookmark: _DV_M15][bookmark: _DV_M16][bookmark: _DV_M17][bookmark: _DV_M18][bookmark: _DV_M19][bookmark: _DV_M20][bookmark: _DV_M21][bookmark: _DV_M22][bookmark: _DV_M23][bookmark: _DV_M24][bookmark: _DV_M25][bookmark: _DV_M26][bookmark: _DV_M27]Section 1. Section 26-3001 of the administrative code of the city of New York is amended by amending the definition for “biometric identifier information,” and adding a new definition of “biometric recognition technology” in alphabetical order to read as follows:
[bookmark: _DV_M29]Biometric identifier information. The term “biometric identifier information” means a physiological, biological or behavioral characteristic that is used to identify, or assist in identifying, an individual, including, but not limited to: (i) a retina or iris scan; (ii) a fingerprint; (iii) a voiceprint; (iv) a scan or record of a palm, hand or face geometry; (v) gait or movement patterns; or (vi) any other similar identifying characteristic that can be used alone or in combination with each other, or with other information, to establish individual identity.
Biometric recognition technology. The term “biometric recognition technology” means a process or system that captures or assists in the capture of biometric identifier information of a person or persons in conjunction with any automated process or system that verifies or identifies, or assists in verifying or identifying, a person or persons based on such biometric identifier information.
§ 2. Subdivision a of section 26-3002 of the administrative code of the city of New York is amended to read as follows:
[bookmark: _DV_C20][bookmark: _DV_M41][bookmark: _DV_M42]a. An owner of a smart access building or third party may not collect reference data from a user for use in a smart access system except where such user has expressly consented, in writing or through a mobile application, to the use of such smart access building’s smart access system. Such owner or third party may collect only the minimum amount of authentication data and reference data necessary to enable the use of such smart access system in such building, and may not collect [additional] biometric identifier information from any users. Such smart access system may only collect, generate or utilize the following information: 
[bookmark: _DV_M43]1. the user’s name; 
[bookmark: _DV_M44]2. the dwelling unit number and other doors or common areas to which the user has access using such smart access system in such building; 
[bookmark: _DV_M45]3. the user’s preferred method of contact; 
[bookmark: _DV_M46][4. the user’s biometric identifier information if such smart access system utilizes biometric identifier information;] 
[bookmark: _DV_M47][5]4. the identification card number or any identifier associated with the physical hardware used to facilitate building entry, including radio frequency identification card, bluetooth or other similar technical protocols;
[bookmark: _DV_M48][bookmark: _DV_C22][bookmark: _DV_M49][6]5. passwords, passcodes, user names and contact information used singly or in conjunction with other reference data to grant a user entry to a smart access building, dwelling unit of such building or common area of such building through such building’s smart access system, or to access any online tools used to manage user accounts related to such building;
[bookmark: _DV_M50][7]6. lease information, including move-in and, if available, move-out dates; and
[bookmark: _DV_M51][8]7. the time and method of access, solely for security purposes. 
§3. Chapter 30 of title 26 of the administrative code of the city of New York is amended by adding a new section 26-3008 to read as follows:
§ 26-3008. Biometric recognition technology in multiple dwellings. a. An owner of a multiple dwelling shall not install, activate or use any biometric recognition technology that identifies tenants or the guest of a tenant. 
[bookmark: _DV_M52][bookmark: _DV_M30][bookmark: _DV_M31][bookmark: _DV_M32][bookmark: _DV_M33][bookmark: _DV_M34][bookmark: _DV_M35][bookmark: _DV_M36][bookmark: _DV_M37][bookmark: _DV_M38][bookmark: _DV_M39]§ 4. This local law takes effect 120 days after it becomes law, provided that where the provisions of section 26-3008 of the administrative code of the city of New York, as added by section three of this local law, cannot be applied consistently with currently applicable contracts, such provisions shall only apply with respect to contracts entered into or renewed after the effective date of this local law.
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Res. No. 296

..Title
Resolution calling on the New York State Legislature to pass and the Governor to sign, S.6924A/A.8347A, which establishes a task force on missing women and girls who are Black, Indigenous and people of color.
..Body

By Council Members Stevens, Menin, Sanchez, Abreu, Velázquez, Restler, Ung, Nurse, Joseph, Brooks-Powers, Williams, Louis, Brewer and Riley

	Whereas, Over 600,000 individuals go missing in the United States every year according to the National Missing and Unidentified Persons System (NamUs), a national information resource center for missing, unidentified, and unclaimed person cases across the United States; and 
Whereas, About 40 percent of the 250,000 women and girls listed as missing as of 2020 were people of color, despite making up just 16 percent of the overall population, according to the United States Congress Subcommittee on Civil Rights and Civil Liberties; and
	Whereas, According to a 2020 report by the Women's Media Center, there are
64,000-75,000 missing Black women and girls across the United States; and
Whereas, According to the National Center for Missing & Exploited Children (NCMEC), in 2019, there were 421,394 missing children entered into the data system and of those missing, 298,190 were female and 205,802 were Black females; and
	Whereas, According to a 2020 report by the Sovereign Bodies Institute, an Indigenous-led nonprofit research organization, at least 2,306 Indigenous women and girls have gone missing in the last 40 years in the United States, about 1,800 of whom were killed or vanished; and
	Whereas, Cases involving Black women and girls often do not receive the attention they need and there are often barriers to families reporting a missing loved one, such as mistrust of police, and racial disparities in how law enforcement treats disappearances; and 	
	Whereas, These structural inequalities have led to the underreporting of the disappearance of women and girls who are Black, Indigenous and people of color (BIPOC); and
	Whereas, In 2004, the late PBS news anchor Gwen Ifill  coined the term “Missing White Woman Syndrome,” referring to the mainstream media’s seeming fascination with covering missing white women, and the disinterest in cases involving missing people of color; and
	Whereas,  According to research from Northwestern University, though white women make up about a third of the national population, half of the news articles studied were just about white females; and
	Whereas, BIPOC women and girls exist at the intersection of racism and sexism, and often face worse health, wealth, housing, education, and employment outcomes; and
Whereas, According to the Center for Bioethics and Social Justice at Michigan State University, the FBI’s National Crime Information Center, the FBI’s National DNA Index System and the National Missing and Unidentified Persons System do not transfer data to local and state justice agencies and access varies, meaning there is no national unified system for the reporting of missing persons; and
	Whereas, The FBI’s Databases include “Asian,” “Black,” “Indian,” “Unknown,” and “White” and there is no category for Hispanic or other ethnicities, nor any subcategories for different Indigenous groups, according to the Center for Bioethics and Social Justice; and
	Whereas, In 2021, Minnesota became the first state in the nation to create a Task Force on Missing and Murdered Black Women and Girls: and
Whereas, S.6924A/A.8347A, sponsored by Senator Alessandra Biaggi and Assemblymember Karines Reyes, would establish a task force on missing women and girls who are Black, Indigenous and people of color; and
	Whereas, Under S.6924A/A.8347A, the taskforce would develop policy changes that would work to address the lack of  care and concern for missing and murdered BIPOC women and girls within New York state governmental agencies; and
	Whereas, The taskforce would be tasked with advancing  the  knowledge  of communities on the severity of BIPOC women and girls who are missing and murdered and recommending  preventive programming and ideas to advance the safety of women and girls; and
	Whereas, The taskforce would also ensure  BIPOC  communities  are  educated  and  trained  on  the prevention,  protection,  and  protocols relating to missing BIPOC women and girls as it relates to social media, as well as develop a strategy to collect statistics, demographics,  surveys, oral histories, and data analysis; and
Whereas, Historical trauma, systemic racism, sexism, racial stereotyping, and sexual objectification of BIPOC women and girls have all contributed to the disparities in missing persons and are often compounded by poverty, homelessness, child welfare involvement, domestic violence, sex trafficking and fear of law enforcement; now, therefore, be it
Resolved, That the Council of the City of New York calls upon the New York State Legislature to pass, and the Governor to sign, S.6924A/A.8347A, which establishes a task force on missing women and girls who are Black, Indigenous and people of color.
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