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I. INTRODUCTION
On June 26, 2025, the Committee on Civil Service & Labor, chaired by Council Member Carmen De La Rosa, jointly with the Committee on Technology, chaired by Council Member Jennifer Gutiérrez, will hold an oversight hearing to discuss the impacts of automation on New York City’s workforce. The Committee will also hear Introduction Number 372-2024 (Int. 372), sponsored by Council Member Keith Powers, a local law to establish timelines for the approval of permits and expand real time tracking of pending permits; Introduction Number 540-2024 (Int. 540), sponsored by Council Member Justin Brannan, a local law to assess a cloud-first policy for city technology systems; Introduction Number 1066-2024 (Int. 1066), sponsored by Council Member Nantasha Williams, a local law to create a task force to review the impacts of artificial intelligence on civil service and civil service employees; Introduction Number 1235-2025 (Int. 1235), sponsored by Council Member Gale Brewer, a local law to create a centralized system for processing freedom of information law requests; and Resolution Number 860-2025 (Res. 860), sponsored by Council Member Amanda Farías, a resolution calling upon the New York City Department of Citywide Administrative Services to develop and implement a qualifying practical exam for painters as part of the civil service testing process. Those invited to testify include the Department of Citywide Administrative Services (DCAS), the Department of Consumer and Worker Protection (DCWP), the Office of Technology and Innovation (OTI), the Department of Records and Information Services (DORIS), municipal labor unions, and other interested members of the public.
II. BACKGROUND ON AUTOMATION IN THE CITY WORKFORCE

a. Pertinent Definitions in Automation 
Artificial intelligence (“AI”) uses algorithms to build intelligent machines.[footnoteRef:2] Also referred to as “cognitive technologies,” AI comprises, among other things, the technologies of deep learning, natural language processing, machine vision, speech recognition, and expert systems.[footnoteRef:3] New York City uses machine learning and AI in multiple ways, including to predict repeated cases of childhood maltreatment,[footnoteRef:4] assist answering student questions during lessons in school,[footnoteRef:5] and inspect occurrences of idling cars in violation of the City’s air pollution laws.[footnoteRef:6] [2:  B.J. Copeland, Artificial Intelligence, Encyclopedia Britannica (Sept. 13, 2023), last accessed on June 17, 2025 at https://www.britannica.com/technology/artificial-intelligence/Methods-and-goals-in-AI; Human-Centered Artificial Intelligence, Artificial Intelligence Definitions, Stanford University (Sept. 2020), last accessed on June 17, 2025 at https://hai.stanford.edu/sites/default/files/2020-09/AI-Definitions-HAI.pdf. ]  [3:  Bob Lambrechts, May It Please the Algorithm, 89 J. Kan. B. Ass'n, January 2020, at 36, 38; ‘deep learning’ utilizes neural networks, a computer system modeled after the human brain and nervous system which uses layers of interconnected software nodes that learn from large amounts of data.]  [4:  NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023 (Mar., 2024), last accessed on June 17, 2025 at https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf, p. 2-3.]  [5:  Id at p. 13.]  [6:  Id at p. 8.] 

Within AI technology’s proliferation and evolution has been the rise of a specific kind of AI: generative artificial intelligence, or generative AI. Generative AI involves models that can create new content based on an analysis of existing datasets.[footnoteRef:7] Today, various generative AI tools have entered mainstream use, with notable examples including: ChatGPT, which introduced unprecedented levels of quality and complexity in generated text responses; GitHub Copilot, which generates and suggests novel computer code; and Midjourney and DALL-E, which generate images from user-entered text descriptions.[footnoteRef:8] In New York City, the My City Portal has a chatbot feature to “find information on many of the City’s business services."[footnoteRef:9] [7:  Kim Martineau, What is generative AI?, IBM (Apr. 20, 2023), last accessed on June 17, 2025 at https://research.ibm.com/blog/what-is-generative-AI; What is generative AI?, McKinsey & Company (Jan. 19, 2023), last accessed on June 17, 2025 at https://www.mckinsey.com/featured-insights/mckinsey-explainers/what-is-generative-ai.]  [8:  Haillie Parker, The Always Up-to-date List of the 50 Best AI Tools in 2023, ClickUp (Sept. 8, 2023), last accessed on June 17, 2025 at https://clickup.com/blog/ai-tools/; Will Douglas Heaven, Generative AI is changing everything. But what’s left when the hype is gone?, MIT Technology Review (Dec. 16, 2022), last accessed on June 17, 2025 at https://www.technologyreview.com/2022/12/16/1065005/generative-ai-revolution-art/. ]  [9:  NYC MyCity: Opening or Operating a Business in NYC? last accessed on June 17, 2025 at https://nyc-business.nyc.gov/nycbusiness/?language=en. ] 

The proliferation of algorithms led to the creation of automated decision systems (“ADS”) where computer systems make decisions with little to no human oversight.[footnoteRef:10] Algorithms began as relatively simple sets of steps; however, due to advances in computing and the ability to collect, compute, and compare ever-larger amounts of data, algorithms have become more complex and powerful.[footnoteRef:11] ADS programs may vary in their complexity; there are simple rule-based algorithms, non-generative AI, and generative AI.[footnoteRef:12] [10:  Outsourced and Automated Report: How AI Companies Have Taken Over Government Decision-Making, EPIC, p.11 (Sept. 26, 2023), last accessed on June 17, 2025 at https://epic.org/wp-content/uploads/2023/09/FINAL-EPIC-Outsourced-Automated-Report-w-Appendix-Updated-9.26.23.pdf. ]  [11:  Id.]  [12:  Id.] 

Through Local Law 144 of 2021, the City’s Administrative Code was amended to define the term "automated employment decision tool," a variant of ADS, to mean any computational process, derived from machine learning, statistical modeling, data analytics, or artificial intelligence, that issues simplified output, including a score, classification, or recommendation, that is used to substantially assist or replace discretionary decision-making for making employment decisions that impact natural persons.[footnoteRef:13] The term "automated employment decision tool" does not include a tool that does not automate, support, substantially assist or replace discretionary decision-making processes and that does not materially impact natural persons, including, but not limited to, a junk email filter, firewall, antivirus software, calculator, spreadsheet, database, data set, or other compilation of data.[footnoteRef:14]  Local Law 144 prohibits the use of such decision tool to screen candidates unless the program has been the subject of a bias audit, the results of which must be publicly available on the website of the employer or employment agency.[footnoteRef:15] [13:  Administrative Code § 20-870.]  [14:  Id.]  [15:  Administrative Code § 20-871. ] 

b. Benefits and Risks of Automation in the Public Sector 

Algorithmically informed decision-making used in ADS and AI has the potential to increase efficacy and fairness in the delivery of government services.[footnoteRef:16] As demonstrated in the medical profession, formalized analysis of datasets can result in better assessments of risk than less formal professional determinations developed over years of experience in practice.[footnoteRef:17] An algorithm’s data analysis can reveal patterns not previously noticed, recognized or precisely quantified.[footnoteRef:18] For example, systematic tracking of restaurant reviews, such as those contained on services like Yelp, can inform city health inspectors about food-borne illnesses emerging from the restaurants in their jurisdictions.[footnoteRef:19] In addition, integrating data across siloed administrative domains, such as education and general welfare, and then using that data to prioritize families in need of government help, can improve social service delivery.[footnoteRef:20] [16:  Sanam Hooshidary, Chelsea Canada, William Clark, Artificial Intelligence in Government: The Federal and State Landscape, NCSL (Nov. 22, 2024), last accessed on June 17, 2025 at https://www.ncsl.org/technology-and-communication/artificial-intelligence-in-government-the-federal-and-state-landscape. ]  [17:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 115–16 (2018).]  [18:  Kathleen Walch, How AI Is Finding Patterns And Anomalies In Your Data, Forbes (May 10, 2020), last accessed on June 17, 2025 at https://www.forbes.com/sites/cognitiveworld/2020/05/10/finding-patterns-and-anomalies-in-your-data/. ]  [19:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 115–16 (2018) (citing See Edward L. Glaeser et al., Big Data and Big Cities: The Promises and Limitations of Improved Measures of Urban Life (Harv. Bus. Sch. NOM Unit, Working Paper No. 16-065, 2015), last accessed on June 17, 2025 at https://dash.harvard.edu/bitstream/handle/1/24009688/16-065.pdf). ]  [20:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 115–16 (2018).] 

Although algorithmic decision-making systems promise improvements in speed, efficiency and fairness, there are several risks that are associated with these tools, including a lack of transparency, privacy, security risks, and potential algorithmic bias.[footnoteRef:21] An algorithmic process will typically involve: (1) the construction of a model to achieve some goal, based on analysis of collected historical data; (2) the coding of an algorithm that implements this model; (3) collection of data about subjects to provide inputs for the algorithm; (4) application of the prescribed algorithmic operations on the input data; and (5) outputs in the form of predictions or recommendations based on the chain of data analysis.[footnoteRef:22] Some believe that algorithms automatically result in objective decisions; however, there are many examples that show that they can reinforce or even amplify existing biases.[footnoteRef:23] Most developers neither disclose their predictive models or algorithms nor do they publish the source code for their software, making it impossible for the consumer to inspect the system. [footnoteRef:24] Many criticize this “black box” that results from these systems, which, without proper audit, may be discriminatory, erroneous, or otherwise problematic.[footnoteRef:25]  [21:  Emily Barnes, Higher Education’s AI Dilemma: Powerful Tools, Dangerous Tradeoffs, VKTR (Apr. 15, 2025), last accessed on June 17, 2025 at https://www.vktr.com/ai-ethics-law-risk/higher-educations-ai-dilemma-powerful-tools-dangerous-tradeoffs/; Alexandra Jonker, Julie Rogers, What is algorithmic bias?, IBM (Sept. 20, 2024), last accessed on June 17, 2025 at https://www.ibm.com/think/topics/algorithmic-bias#:~:text=Authors,programming%20decisions%20or%20result%20interpretation. ]  [22:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 107–08 (2018).]  [23:  Simson Garfinkel, Jeanna Matthews, Stuart S. Shapiro, Jonathan M. Smith, “Toward Algorithmic Transparency and Accountability,” Communications of the ACM, Vol. 60 No. 9, Page 5, last accessed on June 17, 2025 at https://cacm.acm.org/magazines/2017/9/220423-toward-algorithmic-transparency-and-accountability/fulltext. ]  [24:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 107–08 (2018).]  [25:  Id.] 

The increasing use of AI technology has important implications for privacy.[footnoteRef:26] For example, facial recognition technology may collect or store facial images, posing varying levels of risk. [footnoteRef:27] One of the concerns raised in connection with this technology is the inability of individuals to remain anonymous in public or the use of the technology without individuals’ consent.[footnoteRef:28] Facial-recognition technology is used widely in verification tools, by law enforcement, including New York City Police Department[footnoteRef:29] and the Department of Investigation.[footnoteRef:30] Reasonable concerns about the accuracy and bias of these technologies have also raised questions.[footnoteRef:31]  [26:  Alice Gomstyn, Alexandra Jonker, Exploring privacy issues in the age of AI, IBM (Sept. 30, 2024), last accessed on June 17, 2025 at https://www.ibm.com/think/insights/ai-privacy. ]  [27:  United States Government Accountability Office, Facial Recognition Technology: Privacy and Accuracy Issues Related to Commercial Uses (July, 2020), last accessed on June 17, 2025 at https://www.gao.gov/assets/gao-20-522.pdf, p.2.]  [28:  Id.]  [29:  NYPD, Facial Recognition: Impact and Use Policy (Nov, 24, 2023), last accessed on June 17, 2025 at https://www.nyc.gov/assets/nypd/downloads/pdf/public_information/post-final/facial-recognition-nypd-impact-and-use-policy_11.24.23.pdf. ]  [30:  NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, p. 27 (Mar., 2024), last accessed on June 17, 2025 at https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf.]  [31:  Larry Hardesty, Study finds gender and skin-type bias in commercial artificial-intelligence systems, MIT News (Feb. 11, 2018), last accessed on June 17, 2025 at https://news.mit.edu/2018/study-finds-gender-skin-type-bias-artificial-intelligence-systems-0212; an MIT study concluding that tested facial-recognition technologies were 99% accurate for light-skinned men, but only 66%-80% accurate for darker-skinned women.] 

Bias can generally result from at least one of two factors during the development of an algorithm.[footnoteRef:32] The first is largely internal to the process of data collection—when errors in data collection, including inaccurate methodologies, incomplete data gathering, or non-standardized self-reporting lead to inaccurate depictions of reality.[footnoteRef:33] The second type is more externally sourced and occurs when the underlying subject matter draws on information that reflects or internalizes some variations of structural discrimination, hence influencing the resulting data, such as attempting to understand factors for successful careers by drawing information from an industry that systematically promoted men over women.[footnoteRef:34]  [32:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. Rev. 54, 141 (2019) (citing Kate Crawford et al., The AI Now Report: The Social and Economic Implications of Artificial Intelligence Technologies in the Near-term, 6-7 (2016), last accessed on June 17, 2025 at https://assets.ctfassets.net/8wprhhvnpfc0/3JOy5k4f1YSCQOi8MCCmA2/97010d04fbc7892662ce8b2469dc1601/AI_Now_2016_Report.pdf).]  [33:  Id.]  [34:  See Joanna Bryson, Three Very Different Sources of Bias in AI, and How to Fix Them, Adventures NI (Jul. 13, 2017), http://joanna-bryson.blogspot.com/2017/07/three-very-different-sources-of-bias-in.html; demonstrating that bias is introduced to artificial intelligence when there is poor quality data that is tainted with human biases and/or when the formal models behind AI are not well reasoned; Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019). ] 

While the effects of algorithms' predictions can be troubling in themselves, they become even more problematic when government agencies use them to distribute resources or impose retribution. An individual can be denied parole or credit, fired, or not hired for reasons they will never know and which cannot be articulated.[footnoteRef:35]  [35:  See Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103 (2018).] 

One example of the type of tool used by social service agencies is a predictive risk model algorithm employed by the Administration for Children’s Services (ACS).[footnoteRef:36] This tool estimates the likelihood of substantiated allegations of physical or sexual abuse occurring within 24 months.[footnoteRef:37] The prediction is generated by day 10 in each ACS investigation and each case is assigned a risk score based on the child with the highest predicted likelihood of harm.[footnoteRef:38] The ACS Quality Assurance Unit reviews approximately 3,000 active investigations annually, prioritizing those flagged as high-risk by the model.[footnoteRef:39] However, this use of predictive analytics has raised concerns among child welfare advocates.[footnoteRef:40] Critics point to a lack of transparency about the inputs and methodology behind the risk scores and warn that the tool may perpetuate racial bias, particularly given that Black families in New York City are investigated at rates seven times higher than white families.[footnoteRef:41]  [36:  Id.]  [37:  Id.]  [38:  Id.]  [39:  Id.]  [40:  Colin Lecher, The NYC Algorithm Deciding Which Families Are Under Watch for Child Abuse, The Markup (May 20, 2025), last accessed on June 17, 2025 at https://themarkup.org/investigations/2025/05/20/the-nyc-algorithm-deciding-which-families-are-under-watch-for-child-abuse ]  [41:  Id. ] 

Another example comes from the City’s environmental enforcement efforts.[footnoteRef:42] An AI tool is used to analyze the audio and visual elements of videos and photographs submitted by residents reporting potential vehicle idling violations under New York City’s air pollution laws.[footnoteRef:43] The tool evaluates whether the submitted evidence supports a finding of illegal idling and provides a recommendation to human reviewers, along with a confidence score.[footnoteRef:44] The tool does not make enforcement decisions; final determinations remain entirely at the discretion of staff.[footnoteRef:45] This reflects a “human-in-the-loop” approach, where automation supports, but does not replace official decision-making.[footnoteRef:46] [42:  NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023 (Mar., 2024), last accessed on June 17, 2025 at https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf.]  [43:  Id.]  [44:  Id.]  [45:  Id.]  [46:  Id.] 

In addition to the numerous concerns that are raised by the use of ADS programs in government relating to privacy and bias, burgeoning automation efforts may pose a risk of displacing employees in the workforce.[footnoteRef:47] A 2018 report by the Center for an Urban Future found that 41.2% of all New York jobs could be performed by machines in the coming decade.[footnoteRef:48] The report shows that at least 50% of the total work of 3.3 million New York jobs, representing 34 % of the State’s labor force, as of 2018, could be automated.[footnoteRef:49] A 2018 report by the Rockefeller Institute of Government, which calculated the occupations most at risk of automation using Bureau of Labor Statistics Occupational Employment Statistics, found that in New York State, office and administrative support workers would face a 79% change, either in jobs lost or changed, by 2037.[footnoteRef:50]  [47:  Matt Chaban, State of Work: The Coming Impact of Automation on New York, Center for an Urban Future (June 2018), last accessed on June 17, 2025 at https://nycfuture.org/research/state-of-work-automation-impact-on-new-york-state.]  [48:  Id.]  [49:  Id.]  [50:  Laura Schultz, The impact of artificial intelligence on the labor force in New York State, Rockefeller Institute of Government (Nov., 2018), last accessed on June 16, 2025 at https://rockinst.org/blog/the-impact-of-artificial-intelligence-on-the-labor-force-in-new-york-state/#_ftn2. ] 

At the city level, a 2024 analysis by McKinsey & Company found that, even without considering recently introduced generative AI, current automation technologies could automate as much as 20% of the total work done in New York City by 2030.[footnoteRef:51] Estimates that include generative AI bring this figure up to 29% of total work done.[footnoteRef:52] The report also highlights the disparate impact of automation across education levels, noting that workers with higher educational attainment are more likely to be affected by generative AI advancements.[footnoteRef:53] Moreover, a 2025 New York City Economic Development Corporation (NYCEDC) report stated that between 21 and 49% of New York City jobs will be augmented or supplemented by AI, as opposed to fully displaced.[footnoteRef:54] This is notably lower than the national forecast of 24 to55%; researchers believe this is because the City is home to a disproportionate share of leadership roles that are tasked with work that is beyond the current capabilities of automation.[footnoteRef:55]  [51:  Generative AI and the future of New York, McKinsey & Company (Mar., 2024), last accessed on June 17, 2025 at https://www.mckinsey.com/industries/public-sector/our-insights/generative-ai-and-the-future-of-new-york.  ]  [52:  Id.]  [53:  Id.]  [54:  NYCEDC, NYC’s Artificial Intelligence Advantage: Driving Economic Growth & Technological Transformation, (New York: NYCEDC, January 2025), last accessed on June 17, 2025 at https://edc.nyc/sites/default/files/2025-01/NYCEDC-NYC-AI-Advantage-2025-Report.pdf. ]  [55:  Id.] 

III. NEW YORK’S AI STRATEGY AND REGULATORY GOVERNANCE 
a. New York City’s AI Oversight Strategy
On November 19, 2019, then-Mayor Bill de Blasio issued Executive Order 50, which established the role of the Algorithms Management and Policy Officer (“AMPO”) and the Algorithms Advisory Committee ("Advisory Committee").[footnoteRef:56] The AMPO’s role was to serve as a centralized resource for guiding the City and its agencies in the development, responsible use, and evaluation of algorithmic and related technical tools and systems.[footnoteRef:57] Furthermore, the AMPO was responsible for coordinating agency reporting on the use of these tools, managing public engagement strategies, and maintaining a public-facing platform for transparency and community feedback.[footnoteRef:58] The AMPO also had to prepare biennial reports, the first of which was released in 2020.[footnoteRef:59] However, Executive Order No. 3 of 2022, issued by Mayor Eric Adams on January 19, 2022, discontinued the existence of the AMPO and moved some of its responsibility to OTI, a new agency that consolidated various existing tech-driven city agencies.[footnoteRef:60] [56:  Office of Mayor Bill de Blasio, Executive Order No. 50 of 2019.]  [57:  Id.]  [58:  Id.]  [59:  NYC Algorithms Management and Policy Officer, Summary of Agency Compliance Reporting CY 2020 (2020), last accessed on June 18, 2025 at https://www.nyc.gov/assets/oti/downloads/pdf/reports/ampo-agency-compliance-cy-2020.pdf. ]  [60:  Office of Mayor Eric Adams, Executive Order No. 3 of 2022.] 

On October 16, 2023, Mayor Eric Adams announced his administration’s plan for responsible artificial intelligence use in New York City government titled “The New York City Artificial Intelligence Action Plan” (“AI Action Plan”).[footnoteRef:61] The AI Action Plan outlined seven key initiatives and a timeline for realizing each initiative.[footnoteRef:62] The first initiative, “design and implement a robust governance framework,” stated that the administration shall establish an AI Steering Committee, composed of representatives of OTI divisions and other city agencies, which shall establish guiding principles and definitions for the responsible use of AI across agencies.[footnoteRef:63] In alignment with these principles, the AI Steering Committee is then required to provide agencies with guidance on the uses and risks of emerging forms of AI, focusing first on generative AI tools – in particular, large language models and other related technologies.[footnoteRef:64] According to the AI Action Plan, this initiative and subsequent reports were required to be completed and published within three months of January 16, 2024.[footnoteRef:65] [61:  NYC, Mayor Adams Releases First-of-Its-Kind Plan For Responsible Artificial Intelligence Use In NYC Government (Oct. 16, 2023), last accessed on June 18, 2025 at https://www.nyc.gov/office-of-the-mayor/news/777-23/mayor-adams-releases-first-of-its-kind-plan-responsible-artificial-intelligence-use-nyc#/0.]  [62:  NYC OTI, The New York City Artificial Intelligence Action Plan (Oct. 2023), last accessed on June 18, 2025 at https://www.nyc.gov/assets/oti/downloads/pdf/reports/artificial-intelligence-action-plan.pdf; The seven initiatives outlined in the “The New York City Artificial Intelligence Action Plan” are as follows: 1) Design and Implement a Robust Governance Framework, 2) Build External Relationships, 3) Foster Public Engagement, 4) Build AI Knowledge and Skills in City Government, 5) Support AI Implementation, 6) Enable Streamlined and Responsible AI Acquisition, and 7) Ensure Action Plan Measures are Maintained and Updated, and Report Annually on the City’s Progress. ]  [63:  Id at p. 16.]  [64:  Id at p. 16.]  [65:  Id at p. 16.] 

In January 2024, Mayor Adams’ administration announced the establishment of the AI Steering Committee.[footnoteRef:66] The Committee was chaired by Chief Technology Officer, Matthew Fraser, and additionally comprised of 23 representatives from 16 city agencies, 8 OTI divisions, and the AI Advisory Network, which includes subject matter experts from the private sector and academia.[footnoteRef:67]  [66:  NYC OTI: Artificial Intelligence, last accessed on June 18, 2025 at https://www.nyc.gov/content/oti/pages/artificial-intelligence. ]  [67:  Id.] 

On March 7, 2024, the AI Steering Committee published their first round of AI Action Plan deliverables, which included two reports: (1) “Artificial Intelligence: Principles & Definitions,” which included key AI principles and definitions; and (2) “Preliminary Use Guidance: Generative Artificial Intelligence,” a guide for the use generative AI by City agencies.[footnoteRef:68] The first report, “Artificial Intelligence: Principles & Definitions” articulated five core principles: 1) validity and reliability; 2) social responsibility; 3) information privacy; 4) cybersecurity; and 5) trust and transparency.[footnoteRef:69] In line with these principles, the “Preliminary Use Guidance: Generative Artificial Intelligence” report included specific recommendations for cybersecurity, information privacy, trust and responsibility, and transparency.[footnoteRef:70] This report advised agencies to: review their internal policies on technology and software usage; consult with Agency Privacy Officers before deploying generative AI tools; ensure that any new generative AI content is vetted by personnel prior to dissemination; and consistently label content produced by AI, among thirteen other recommendations on how to responsibly use and deploy generative AI tools.[footnoteRef:71] [68:  NYC OTI, OTI Announces Progress on Nation’s First Comprehensive Artificial Intelligence Action Plan, last accessed on June 18, 2025 at https://www.nyc.gov/content/oti/pages/press-releases/oti-announces-progress-on-nations-first-comprehensive-artificial-intelligence-action-plan. ]  [69:  NYC OTI, Artificial Intelligence: Principles & Definitions (Mar. 5, 2024), last accessed on June 18, 2025 at https://www.nyc.gov/assets/oti/downloads/pdf/about/artificial-intelligence-principles-definitions.pdf. ]  [70:  Id.]  [71:  Id at p. 3 – 5. ] 

b. New York City’s Legislative Landscape 
New York City is beginning to confront the wide-ranging implications of AI through a growing set of local laws and reporting requirements. While the City has not yet adopted a comprehensive framework for AI governance, it has enacted targeted measures aimed at increasing transparency and accountability, particularly in candidate screening and public sector reporting.[footnoteRef:72] [72:  New York City Office of Technology and Innovation, News & Reports, last accessed on June 17, 2025 at https://www.nyc.gov/content/oti/pages/reports.] 

Local Law 144 of 2021 requires that any automated employment decision tool used to screen candidates or employees undergo an independent bias audit prior to use.[footnoteRef:73] The law also mandates that individuals be notified when these tools are being used and informed of the specific criteria the tool evaluates.[footnoteRef:74] The Department of Consumer and Worker Protection is responsible for implementing and enforcing the law.[footnoteRef:75] This law was one of the first of its kind in the nation and serves as a model for other jurisdictions.[footnoteRef:76] [73:  New York City Local Law No. 144 (2021); Department of Consumer and Worker Protection, Automated Employment Decision Tools Local Law 144 of 2021, last accessed on June 17, 2025 at https://www.nyc.gov/site/dca/about/automated-employment-decision-tools.page.]  [74:  Id.]  [75:  Id.]  [76:  Lucas Wright and Roxana Mike Muenster, NYC Local Law 144 and the Challenges of Algorithm Accountability, Null Compliance (June, 2024), last accessed on June 17, 2025 at https://dl.acm.org/doi/pdf/10.1145/3630106.3658998.] 

Local Law 35 of 2022 mandates that all City agencies submit annual reports disclosing their use of automated decision systems in the prior year.[footnoteRef:77] These reports must identify the commercial name of each tool, describe its function, and specify the types of data collected and analyzed.[footnoteRef:78] These annual reports create a dataset that allows the City to understand the number of ADS tools each agency has been using, and how the rates of ADS use has changed from year to year.[footnoteRef:79] According to the 2024 report submitted pursuant to Local Law 35, there are 55 different algorithmic tools used by city agencies.[footnoteRef:80] [77:  New York City Local Law No. 35 (2022). ]  [78:   Id.]  [79:  Id.]  [80:  NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023 (Mar., 2024), last accessed on June 17, 2025 at https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf.] 

The City’s local laws represent an initial effort to promote transparency, accountability, and human oversight in high-stakes decision-making. 
IV. DIGITAL TRANSPARENCY IN NEW YORK CITY’S WORKFORCE 
a. Freedom of Information Law 
On September 1, 1974, the original New York State Freedom of Information Law (“FOIL”) went into effect.[footnoteRef:81] Since then, the state legislature repealed the law and reenacted it with revisions.[footnoteRef:82] FOIL establishes a broad standard of disclosure on the state and local government; the legislature designed FOIL to grant the public maximum access to governmental records.[footnoteRef:83]  The law aims to enhance accountability to the public by encouraging governmental transparency.[footnoteRef:84] In signing FOIL into law in 1974, then-Governor Malcolm Wilson stressed the importance of open government to a free society and the need for FOIL to engender public understanding and participation.[footnoteRef:85] [81:  Axel Ebermann, The New York State Freedom of Information Law (FOIL) Turns 50 (Sept. 1, 2024), last accessed on June 24, 2025 at https://nyopengov.org/blog/the-new-york-state-freedom-of-information-law-foil-turns-50/. ]  [82:  See Weston v. Sloan, 619 N.Y.S.2d 255, 256 (1994). ]  [83:  Capital Newspapers Div. of Hearst Corp. v. Burns, 505 N.Y.S.2d 576, 578 (1986).]  [84:  New York's Freedom of Information Law, Practical Law Practice Note w-000-7048 (citing see N.Y. Pub. Off. Law § 84. Fink v. Lefkowitz, 419 N.Y.S.2d 467, 470 (1979)).]  [85:  Governor’s Memorandum 1974 N.Y. Laws, Chs. 578, 579, 580, 1974 Legis. Ann., at 392, cited in Russo v. Nassau Community College, 81 N.Y.2d 690, 697 (1993); Capital Newspapers, 67 N.Y.2d at 565–66.] 

Although FOIL has undergone several amendments—most notably the reenactment and substantive restructuring that became effective on January 1, 1978—there has been no major overhaul of the law since that date. Technology, on the other hand, has transformed virtually every aspect of how government entities generate, store, and disseminate records. For example, cloud-based storage solutions make it far easier for agencies to share public records in accessible, self-service formats.[footnoteRef:86] At the same time, the public now expect more transparency and timely responses to requests.[footnoteRef:87] [86:  4 Tech Trends for Increasing Government Transparency in 2025, SDL (Dec. 20, 2024), last accessed on June 24, 2025 at https://getsdl.com/resources/blog/4-tech-trends-for-increasing-government-transparency-in-2025/.]  [87:  Id. ] 

The law provides several exemptions for cases in which records are not subject to FOIL.[footnoteRef:88]  However, the Court of Appeals has consistently held “that FOIL is to be liberally construed and its exemptions narrowly interpreted so that the public is granted maximum access to the records of government.”[footnoteRef:89] The burden of proof rests upon the government agency claiming the exemption to establish that the requested material is exempt from disclosure.[footnoteRef:90] [88:   Pub. Off. Law § 87(2); “[an] agency may deny access to records or portions thereof that: (a) are specifically exempted from disclosure by state or federal statute; (b) if disclosed would constitute an unwarranted invasion of personal privacy under the provisions of subdivision two of section eighty-nine of this article; (c) if disclosed would impair present or imminent contract awards or collective bargaining negotiations; (d) are trade secrets or are submitted to an agency by a commercial enterprise or derived from information obtained from a commercial enterprise and which if disclosed would cause substantial injury to the competitive position of the subject enterprise; (e) are compiled for law enforcement purposes [with exceptions] (f) if disclosed could endanger the life or safety of any person … ”.]  [89:  Newsday, Inc. v. Sise, 71 N.Y.2d 156, 150 (1987), cert. denied, 486 U.S. 1056 (1988).]  [90:  Pub. Off. Law § 89(4)(b); Russo v. Nassau Community College, 81 N.Y.2d 690, 697–98 (1993).] 

The procedures governing an agency’s response to a FOIL request are set forth in NYS Public Officers Law § 89(3)(a).[footnoteRef:91] Under that statute an agency is required to respond within five business days of receipt of a written request. That response must either grant the request, deny the request in writing, or provide a statement of the approximate date by which the request will be granted or denied, which must be “reasonable under the circumstances.”[footnoteRef:92]  [91:  Pub. Off. Law § 89(3)(a). ]  [92:  Mark C. Mahoney, Uphill Battle for Transparency in Government Continues, THE DAILY GAZETTE, Mar. 15,
2019, https://perma.cc/KFP6-SENH. ] 

When requesters are denied information, the decision may be appealed within 30 days by sending a letter to the Agency Appeals Officer or the denial could be challenged in court.[footnoteRef:93] The Freedom of Information Law provides that in an Article 78 proceeding to review an administrative determination denying access to a record the court may assess, against the agency involved, reasonable attorney's fees and other litigation costs reasonably incurred by a person in any case in which such person has substantially prevailed, when (1) the agency had no reasonable basis for denying access, or (2) the agency failed to respond to the request or appeal within the statutory time.[footnoteRef:94] The attorneys’ fee provision has both a mandatory and discretionary component. Fees are mandatory where the requester “substantially prevailed” in a FOIL litigation and the agency had “no reasonable basis for denying access.”[footnoteRef:95] By contrast, under § 89(4)(c)(i), fees are discretionary when a requester denied access has “substantially prevailed” in a FOIL litigation and the agency’s response was untimely.[footnoteRef:96]  [93:  Pub. Off. Law § 89(4)(a)-(b).]  [94:  Pub. Off. Law § 89(4)(c); see N.Y. Jur. 2d, Costs in Civil Actions § 5.]  [95:  New York Public Officers Law § 89(4)(c)(ii). ]  [96:  See Pub. Off. Law § 89(4)(c)(i), (ii).] 

i. FOIL Request Process
	Any member of the public has a right to inspect and copy government files under FOIL.[footnoteRef:97] There are several ways to file a FOIL request for city records, including: in person; by mail; and by email, or electronic means, if the agency permits.[footnoteRef:98] The easiest way to submit a request to a city agency online is via the city’s portal,[footnoteRef:99] OpenRecords.[footnoteRef:100] The portal provides an option to select the agency and describe the type of information requested.[footnoteRef:101] As of 2024, 55 New York City agencies and offices voluntarily use the OpenRecords portal to support transparency and facilitate compliance with FOIL.[footnoteRef:102] However, not all agencies participate in this process; as of June 11, 2025, the Department of Design and Construction (“DDC”), Department of Health and Mental Hygiene (“DOHMH”), Department of Homeless Services (“DHS”), Department of Parks and Recreation (“DPR”), and the Human Resources Administration (“HRA”) are not using OpenRecords.[footnoteRef:103] Additionally, entities such as NYEDC, NYC Health and Hospitals Corporation (“HHC”), and the New York City Housing Authority (“NYCHA”) also do not make use of OpenRecords, even though the Mayor could direct such entities to utilize the portal.[footnoteRef:104] [97:  See M. Farbman & Sons, Inc. v. New York City Health & Hosps. Corp., 62 N.Y.2d 75, 80 (1984). ]  [98:  See N.Y. Pub. Off. Law §§ 89(3)(c), 87(4)(b) and (c).]  [99:  DORIS: Welcome to NYC Government’s home for filing Freedom of Information Law (FOIL) requests, last accessed on June 24, 2025 at https://a860-openrecords.nyc.gov/. ]  [100:  Reuven Blau, How to File a Freedom of Information Law Request and Avoid Process Pitfalls, THE CITY, https://www.thecity.nyc/2023/10/24/how-to-freedom-information-law-request/]  [101:  Id. ]  [102:  DORIS: About OpenRecords, last accessed on June 24, 2025 at https://a860-openrecords.nyc.gov/about.]  [103:  DORIS, Welcome to NYC Government’s home for filing Freedom of Information Law (FOIL) requests, last accessed on June 24, 2025 at https://a860-openrecords.nyc.gov/.]  [104:  Id.] 

ii. Backend of Open Records 
In 2014, DORIS and the Department of Information Technology and Telecommunications (“DoITT”) began working with open source code developed by Code for America to develop their own open source centralized portal to manage FOIL requests.[footnoteRef:105] The resulting platform, the OpenRecords portal, allows members of the public to easily submit FOIL requests to City agencies, as previously discussed. Agency staff can use automated tools within the system to respond to requests, provide estimated response timelines, and, when appropriate, publish responsive records directly on the portal, excluding any that contain personal privacy information. As of June 11, 2025, there are 513,823 requests available on OpenRecords.[footnoteRef:106] 63,836 requests are marked “Open” and 449,987 requests are marked “Closed.”[footnoteRef:107]  [105:  DORIS: About OpenRecords, last accessed on June 24, 2025 at https://a860-openrecords.nyc.gov/about. ]  [106:  DORIS: FOIL Request Stats, last accessed on June 24, 2025 at https://a860-openrecords.nyc.gov/report/show, ]  [107:  Id.] 

Despite the OpenRecords portal having the capabilities for City agencies to publish records directly on the website, where anyone could later review them, very few requests utilize this feature, despite the majority of records being marked as “Closed.”[footnoteRef:108] Many of the records marked as “Closed” contain no or very limited information about the request themselves and the agency’s response.[footnoteRef:109] This results in less transparency for the public and hampers the public’s ability to hold the government accountable, while also being inefficient for City agencies who may have to reply to duplicate requests.  [108: Based on observation by Committee Staff of records at https://a860-openrecords.nyc.gov/request/view_all, ]  [109:  Id. ] 

iii. Open Data 
In 2012, the Council enacted Local Law 11, generally referred to as the “Open Data Law.”[footnoteRef:110] This law mandated the creation of a single web portal through which an agency’s “public data sets” could be made accessible to the public.[footnoteRef:111] The data sets are to conform to technical standards published by DoITT, in a format that permits automated processing and can be updated as necessary to protect their integrity and usefulness.[footnoteRef:112] If a public data set cannot be made available, then the agency is required to report the reason and the date by which the agency expects such data set will be available.[footnoteRef:113] The legislation requires the maintenance of the web portal, and an online forum to encourage feedback and discussion.[footnoteRef:114] Prior to 2022, the Office of Data Analytics and DoITT partnered together to form the City’s Open Data Team, which led Open Data operations.[footnoteRef:115] After the Mayor’s Executive Order 3 of 2022, which merged DoITT and the Office of Data Analytics into OTI, the Open Data Team became part of OTI exclusively.[footnoteRef:116] [110:  New York City Local Law No. 11 (2012).]  [111:  NYC Admin. Code § 23-502.]  [112:  Id.]  [113:  Id.]  [114:  NYC Admin. Code § 23-503.]  [115:  NYC Charter Ch. 1, § 20f; NYC Admin. Code Ch. 5.]  [116:  Office of Mayor Eric Adams, Executive Order No. 3 of 2022.] 

Each year, City agencies must submit an Open Data Compliance Plan to the Mayor and City Council.[footnoteRef:117] This plan includes a summary of the public datasets under each agency’s control and outlines how those datasets are prioritized for publication on the Open Data Portal.[footnoteRef:118] The first such plan, referred to as the NYC Open Data Plan, was released on September 22, 2013.[footnoteRef:119] Since then, updated plans have been published annually, with the most recent plan released in 2024.[footnoteRef:120] [117:  NYC Admin. Code § 23-507.]  [118:  Id. ]  [119:  DoITT: NYC Open Data Plan, last accessed on June 24, 2025 at https://opendata.cityofnewyork.us/wp-content/uploads/nyc_open_data_plan_2013.pdf.]  [120:  OTI, 2024 Open Data Progress Report, last accessed on June 24, 2025 at https://moda-nyc.github.io/2024-OpenDataReport/.] 

Following the enactment of Local Law 7 of 2016,[footnoteRef:121] which requires agencies to review FOIL responses involving data to identify public datasets not yet published on the Open Data Portal, the Open Data Team introduced a new section in the 2017 NYC Open Data Compliance Plan. [footnoteRef:122] This section of the plan reports the total number of FOIL responses that included data, the number that contained datasets not yet published, and the number that led to voluntary publication on the Open Data Portal. [footnoteRef:123] This reporting has been included in every subsequent compliance plan since its introduction in 2017.[footnoteRef:124] 40 agencies appeared in the FOIL Compliance section of the Open Data Team’s 2024 NYC Open Data Compliance Plan.[footnoteRef:125] [121:  New York City Local Law No. 7 (2016).]  [122:  DoITT: Open Data for All: 2017 Progress Report, last accessed on June 24, 2025 at https://opendata.cityofnewyork.us/wp-content/uploads/2017/07/OD4A-report_2017-1.pdf. ]  [123:  Id. ]  [124:  Id.]  [125:  OTI: NYC Open Data Plan: FOIL Metrics, last accessed on June 24, 2025 at https://data.cityofnewyork.us/City-Government/NYC-Open-Data-Plan-FOIL-Metrics/w462-digi/about_data. ] 

As of June 11, 2025 the Open Data Portal contains 2,613 datasets from 88 City agencies totaling over 6 billion rows of data.[footnoteRef:126] The Portal boasted approximately 5.6 million visitors in fiscal year 2024, highlighting its important role in government transparency and the public’s ability to hold City government accountable.[footnoteRef:127] However, NYC Open Data still has its concerns. When the Council last held a hearing on Open Data Compliance, the Open Data Dashboard displayed that 83 datasets were overdue for release, and only 64.49% of the datasets with assigned regular update intervals were up to date as of February 22, 2024.[footnoteRef:128] As of June 12, 2025, there are 98 data sets overdue for release, while only 62.27% of the datasets with assigned regular update intervals are up to date.[footnoteRef:129] [126:  OTI: Open Data Plan Dashboard, last accessed on June 24, 2025 at https://opendata.cityofnewyork.us/dashboard/. ]  [127:  NYC Mayor’s Office of Operations, Mayor’s Management Report 2024, last accessed on June 24, 2025 at https://www.nyc.gov/assets/operations/downloads/pdf/mmr2024/oti.pdf. ]  [128:  Id.]  [129:  OTI, Open Data Plan Dashboard, https://opendata.cityofnewyork.us/dashboard/. ] 

b. Other Technology for Transparency 
i. City Record Online
	Since 2004, the City has offered the City Record Online (“CROL”), a digital version of The City Record newspaper, to provide convenient public access to official City notices.[footnoteRef:130] Produced by DCAS, CROL is a fully searchable database that includes a wide range of public information such as hearings, meetings, auctions, property dispositions, solicitations, awards, and agency rulemakings.[footnoteRef:131] While the print edition remains the official publication pursuant to Section 103(2) of the New York State General Municipal Law, New York City Charter Section 1066, and the City’s Procurement Policy Board Rules, CROL enhances transparency by making these notices accessible online.[footnoteRef:132] As of June 11, 2025, the CROL platform contains 1,021,428 notices published between January 1, 2000, and June 11, 2025.[footnoteRef:133] [130:  Corey Kilgannon, Selling Condoms or Pet Food? An Unexpected Bible of Million-Dollar Opportunities, New York Times (Apr. 27, 2019), last accessed on June 24, 2025 at https://www.nytimes.com/2019/04/27/nyregion/new-york-city-record-newspaper.html. ]  [131:  DCAS, The City Record Online, last accessed on June 24, 2025 at https://a856-cityrecord.nyc.gov/. ]  [132:  Id.]  [133:  Id.] 

ii. PASSPort 
	Launched in 2017 by the Mayor’s Office of Contract Services (“MOCS”), PASSPort serves as New York City’s comprehensive, end-to-end procurement system, streamlining the entire contracting process, from vendor enrollment and solicitation to contract registration, management, and payment.[footnoteRef:134] In 2022, MOCS introduced PASSPort Public, a companion transparency portal that opens a window into the City’s procurement ecosystem.[footnoteRef:135] PASSPort Public provides real-time access to data, including vendor enrollment, released solicitations, contract statuses, and registered contracts, with tools such as detailed data definitions, user guides, and mobile-friendly navigation.[footnoteRef:136] As of June 11, 2025, 32,612 vendors are enrolled in PASSPort, including 7,690 certified Minority and Women-owned Business Enterprises (“M/WBEs”).[footnoteRef:137] There are currently 9,688 solicitations including 93 open solicitations available on PASSPort Public.[footnoteRef:138] There are also currently 51,297 contracts including 6,286 pending contracts, and 44,990 registered contracts in the system.[footnoteRef:139] Together, PASSPort and PASSPort Public enhance government accountability and transparency by making critical procurement data accessible, supporting equitable participation, and enabling data-informed oversight of the City’s contracting practices.  [134:  MOCS: About PASSPort, last accessed on June 24, 2025 at https://www.nyc.gov/site/mocs/passport/about-passport.page. ]  [135:  Id.]  [136:  Id.]  [137:  MOCS: PASSPort Public, last accessed on June 24, 2025 at https://a0333-passportpublic.nyc.gov/. ]  [138:  Id.]  [139:  Id.] 

iii. Government Publications Portal 
In 2015, DORIS with technical support from DoITT, launched the Government Publications Portal (“GPP”), a centralized online hub for accessing thousands of reports issued by New York City agencies.[footnoteRef:140] Developed as an open source platform in collaboration with civic technologists and students from NYU’s Polytechnic School of Engineering, the portal serves as a vital tool for public access to current and historical government records.[footnoteRef:141] In 2019, Local Law 29 of 2019 significantly expanded the portal’s role by requiring DORIS to maintain a comprehensive index of all reports legally mandated to be submitted to the Council or Mayor, including their frequency, responsible agency, and the governing law.[footnoteRef:142] If a required report is not received, DORIS must request it from the relevant agency and post the request in its place, creating a transparent mechanism for tracking missing documents.[footnoteRef:143] The law also mandated a transition to electronic submissions, which are now published within 10 business days.[footnoteRef:144] As of June 12, 2025, the portal contains 53,132 records, dating back to December 31, 1854, strengthening government accountability and public oversight through accessible, timely information.[footnoteRef:145]  [140:  NYC Office of the Mayor, De Blasio Administration Expands Access to Government Publications Through Unified Online Portal, last accessed on June 24, 2025 at https://www.nyc.gov/office-of-the-mayor/news/197-15/de-blasio-administration-expands-access-government-publications-unified-online-portal. ]  [141:  Id.]  [142:  New York City Local Law No. 29 (2019). ]  [143:  Id.]  [144:  Id. ]  [145:  DORIS: Government Publications Portal, last accessed on June 24, 2025 at https://a860-gpp.nyc.gov/collections/zw12z528p?locale=en. ] 

c. City Permits 
The City plays a critical role in regulating public safety, commerce, and quality of life by issuing permits, licenses, and registrations across a wide range of activities. Administering these authorizations allows the City to enforce standards, support business operations, and ensure compliance with local laws. Pursuant to Local Law 61 of 2017,[footnoteRef:146]sponsored by Council Member James Vacca, the 2018 Feasibility of Allowing Online Submission of Applications for City-Issued Permits, Licenses, and Registrations report by the Mayor’s Office of Operations found that City agencies issue 562 distinct types of permits, licenses, and registrations, of which 233 could already be applied for online.[footnoteRef:147] Since that report there has not been a comprehensive overview of the permits, licenses, and registrations that the City offers.  [146:  New York City Local Law No. 61 (2017). ]  [147:  Mayor’s Office of Operations: Feasibility of Allowing Online Submission of Applications for City-Issued Permits, Licenses, and Registrations, last accessed on June 24, 2025 at https://a860-gpp.nyc.gov/downloads/mp48sf294?locale=en.] 

In 2016, the New York City Comptroller’s Office Red Tape Commission published a report highlighting how applications administered by agencies very often have no timelines attached to them, and the transparency of each approval process is often left to the discretion of the overseeing City agency.[footnoteRef:148] Some agencies voluntarily make their timelines publicly available. For example, the Field and Court Permit process, which allows individuals and organized sport leagues to reserve an NYC Parks athletic field or court and is administered by DPR has a publicly available timeline posted on the DPR website to help applicants know when to apply based on when they want to reserve the space.[footnoteRef:149] Other processes already update applicants throughout the process. The Department of Buildings (“DOB”) job application process for planned construction, alterations, or other work on a property has an online portal, DOB NOW, that allows applicants to track their applications with real time updates.[footnoteRef:150] DOB also publishes a dataset on the Open Data Portal, “DOB NOW: Build – Job Application Filings”, so that members of the public can be aware of upcoming construction in their neighborhoods.[footnoteRef:151]  [148:  New York City Comptroller: 60 Ways to cut Red Tape and Help Small Businesses Grow, last accessed on June 24, 2025 at https://comptroller.nyc.gov/wp-content/uploads/documents/RedTapeReport.pdf. ]  [149:  Department of Parks: Requesting a Field and Court Permit, last accessed on June 24, 2025 at https://www.nycgovparks.org/permits/field-and-court/request/priorities. ]  [150:  NYC Department of Buildings: Self-service for online Permits, Appointments and Applications, last accessed on June 24, 2025 at https://a810-dobnow.nyc.gov/publish/Index.html#!/. ]  [151:  NYC Department of Buildings: Build – Job Application Filings, last accessed on June 24, 2025 at https://data.cityofnewyork.us/Housing-Development/DOB-NOW-Build-Job-Application-Filings/w9ak-ipjd/about_data. ] 

However, not all permitting processes offer such a high level of transparency. For example, the Outdoor Dining Permit program, administered by the Department of Transportation (“DOT”), has left thousands of restaurant owners in limbo, with many reporting months-long delays and little to no communication about the status of their applications.[footnoteRef:152] Despite the importance of these permits for small business operations, DOT has not consistently communicated expected timelines or reasons for the backlog.[footnoteRef:153] The large discrepancies in approval transparency underscores the need for more consistent standards around accountability in permitting processes across City agencies. [152:  Nacha Cattan, NYC Restaurants are Still Waiting for Their Outdoor Dining Plans to be Approved, Bloomberg (Feb. 13, 2025), last accessed on June 24, 2025 at https://www.bloomberg.com/news/articles/2025-02-13/nyc-restaurants-left-hanging-as-outdoor-dining-approvals-lag. ]  [153:  Id.] 

d. Cloud Computing Systems 
i. Background
According to the National Institute of Standards and Technology, (“NIST”), a federal agency under the Department of Commerce which writes standards for technology, “[c]loud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction.”[footnoteRef:154] However, cloud computing is an evolving term with different variations and technologies involved, and therefore, it is not easy to provide a strict and standardized definition.[footnoteRef:155]  [154:  Evelyn Brown, Final Version of NIST Cloud Computing Definition Published, TECH BEAT, (Oct., 2011), last accessed on June 24, 2025 at http://www.nist.gov/itl/csd/cloud-102511.cfm.]  [155:  Dr. George Yijun Tian, Cloud Computing and Cross-Border Transfer Pricing: Implications of Recent OECD and Australian Transfer Pricing Laws on Cloud Related Multinational Enterprises and Possible Solutions, 44 Rutgers Computer & Tech LJ 33, 91 (2018).] 

	Before cloud technology, companies mainly stored their data on hard drives, servers or data centers, often but not always operated by those companies themselves.[footnoteRef:156] Now, more and more entities take advantage of cloud computing services offered by different providers.[footnoteRef:157] These cloud computing service providers allow companies to replace their technological infrastructure with third-party processing and storage capabilities that would then be accessible over the Internet.[footnoteRef:158]     [156:  Susan Moore, Gartner Says a Massive Shift to Hybrid Infrastructure Services is Underway, GARTNER INC. (Apr. 5, 2017), last accessed on June 24, 2025 at https://www.gartner.com/en/newsroom/press-releases/2017-04-05-gartner-says-a-massive-shift-to-hybrid-infrastructure-services-is-underway. ]  [157:  Smith, Electronic Discovery: The Challenges of Reaching Into the Cloud, 52 Santa Clara L Rev, at 1561, 1562 (2012). ]  [158:  Id.] 

ii. Types of Cloud Computing Service Models 
There are presently three types of service models of cloud computing systems: Software as a Service (“SaaS”), Platform as a Service (“PaaS”), and Infrastructure as a Service (“IaaS”).[footnoteRef:159] SaaS is “a complete software solution that users purchase on a pay-as-you-go basis from a cloud service provider.”[footnoteRef:160] It allows users from different locations to use it without actually installing the software or applications on their devices.[footnoteRef:161] These applications can be accessed from a web browser, like web-based email, or a program interface. For example, Google utilizes this SaaS model to deliver its popular application Google Docs, where the user accesses Google’s software by signing in to their Google account through their web browser and can then use the Google Docs word processor, no software installation required.[footnoteRef:162]    [159:  The NIST Definition of Cloud Computing, NIST, Special Publication 800-145, last accessed on June 24, 2025 at https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-145.pdf. ]  [160:  What is SaaS?, Microsoft Azure, last accessed on June 24, 2025 at https://azure.microsoft.com/en-au/overview/what-is-saas/. ]  [161:  Id. ]  [162:  What can you do with Docs?, Google Workspace Learning Center, last accessed on June 24, 2025 at https://support.google.com/a/users/answer/9300503?hl=en. ] 

PaaS provides the consumer with the platform and tools to deploy onto the cloud infrastructure consumer-created or acquired applications created using programming languages, libraries, services, and tools supported by the provider.[footnoteRef:163] While the consumer of these services does not control or manage the underlying cloud infrastructure, like the network, servers, or storage, they have control over the applications deployed through this cloud infrastructure as well as, in some cases, the configuration settings for the environment in which their applications would be implemented.[footnoteRef:164] Examples include Microsoft Azure App Services and Google App Engine, where developers can build their own applications and services more quickly and efficiently by using these platforms to bypass development hurdles like managing application infrastructure and software licenses.[footnoteRef:165]  [163:  The NIST Definition of Cloud Computing, NIST, Special Publication 800-145. ]  [164:  Id. ]  [165:  What is PaaS?, Microsoft Azure, last accessed on June 24, 2025 at https://azure.microsoft.com/en-us/overview/what-is-paas/. ] 

	IaaS provides the consumer with computing resources like processing, storage, and networks, and other fundamental resources where the consumer can deploy and run arbitrary software such as operating systems and applications.[footnoteRef:166] The cloud computing consumer does not manage or control the underlying cloud infrastructure, but can control elements like the operating systems, storage, and deployed applications, in addition to possible limited control of select networking components like hosting firewalls.[footnoteRef:167]  It, among other things, enables its users to store files on remote cloud servers and share files in a synchronized way.[footnoteRef:168] One of the most prominent examples of IaaS is Amazon Web Services, for example how Netflix uses Amazon Web Services for computing, storage, and networking to stream content globally and scale on demand.[footnoteRef:169]  [166:  The NIST Definition of Cloud Computing, NIST, Special Publication 800-145. ]  [167:  Id. ]  [168:  Dr. George Yijun Tian, Cloud Computing and Cross-Border Transfer Pricing: Implications of Recent OECD and Australian Transfer Pricing Laws on Cloud Related Multinational Enterprises and Possible Solutions, 44 Rutgers Computer & Tech LJ 33, 44 (2018).]  [169:  Netflix on AWS, AWS, last accessed on June 24, 2025 at https://aws.amazon.com/solutions/case-studies/innovators/netflix/. ] 

iii. Cloud Computing Systems in New York City 
In 2017, DoITT issued the Citywide Policy on Cloud Services (“Citywide Cloud Policy”).[footnoteRef:170] The Citywide Cloud Policy addresses the main issues related to migrating municipal data to cloud computing systems, including cybersecurity and internet connectivity, as well as essential considerations for cloud service agreements. Those considerations include, among other things: backup policy; data retention; portability; data ownership; data commingling; encryption; cybersecurity incidents; penetration testing; and vulnerability scans.[footnoteRef:171]  [170:  NYC DOITT: Citywide Cloud Policy (Feb. 23, 2017) last accessed on June 24, 2025 at https://a856-cityrecord.nyc.gov/Search/GetFile?sectionId=6&requestId=20161027009&requestStatus=Archived&documentId=29935.  ]  [171:  Id. ] 

According to the Citywide Cloud Policy, IaaS must be managed through the Self Provisioning Gateway (“SPG”), a web-based portal operated by DoITT that allows New York City agencies to securely provision cloud infrastructure.[footnoteRef:172] Through the SPG, authorized users can provision specific types of virtual machines either in DoITT’s private cloud or with approved external cloud providers, when available. [footnoteRef:173] For cloud services that are not yet accessible through SPG, agencies are required to submit their implementation plans to DoITT, which will evaluate the proposal to determine the most suitable approach and ensure compliance with IT security standards.[footnoteRef:174] [172:  NYC DOITT: Citywide Cloud Policy, (Feb. 23, 2017) last accessed on June 24, 2025 at https://a856-cityrecord.nyc.gov/Search/GetFile?sectionId=6&requestId=20161027009&requestStatus=Archived&documentId=29935, p. 3-4. ]  [173:  Technical Guide to Information Security Testing and Assessment, NIST, Special Publication 800-115, https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-115.pdf, pg. F-2; A virtual machine is “[s]oftware that allows a single host to run one or more guest operating systems,”.]  [174:  NYC DOITT: Citywide Cloud Policy, (Feb. 23, 2017) last accessed on June 24, 2025 at https://a856-cityrecord.nyc.gov/Search/GetFile?sectionId=6&requestId=20161027009&requestStatus=Archived&documentId=29935, p. 3.] 

	With regard to SaaS and PaaS, all uses of these technologies by City entities must first be reviewed and approved by DoITT IT Security before any procurement or implementation takes place. [footnoteRef:175] Agencies are encouraged to notify DoITT as soon as they have selected a SaaS or PaaS solution, but are only required to do so before signing the contract. [footnoteRef:176] Upon notice, DoITT’s technical team will evaluate key aspects of the proposed solution to ensure it meets the City’s security and technical standards.[footnoteRef:177]  [175:  Id at p. 4. ]  [176:  Id. ]  [177:  Id. ] 

iv. City Agencies Using Cloud Computing Systems 
There are many New York City agencies utilizing cloud computing systems for their operations. Notably, the DOT used the cloud to build and host its web applications Vision Zero View and iRide NYC.[footnoteRef:178] The New York City Department of Youth and Community Development (“DYCD”) used the cloud to build a web app called discover DYCD, an online platform that allows users to find information on the availability of certain opportunities and programs, in addition to offering a simplified application process between programs.[footnoteRef:179] Further, New York City Cyber Command developed a cloud infrastructure with third parties to help its cybersecurity experts detect and react to threats faster.[footnoteRef:180] [178:  NYC Department of Transportation: AWS Case Study: New York City Department of Transportation, Amazon Web Services, last accessed on June 24, 2025 at https://aws.amazon.com/solutions/case-studies/nyc-dot/. ]  [179:  Fulfilling consistent societal needs with cloud technology at NYC DYCD, Microsoft Azure (2020), last accessed on June 24, 2025 at https://customers.microsoft.com/en-us/story/839880-new-york-city-government-azure-en-unitedstates. ]  [180:  NYC Cyber Command: Keeping New York City’s digital services more secure at massive scale, Google Cloud, last accessed on June 24, 2025 at https://cloud.google.com/customers/nyc-cyber-command. ] 

V. LEGISLATIVE ANALYSIS
a. Int. 372-2024 
Int. 372, sponsored by Council Member Powers, would require city agencies that issue permits or licenses establish publicly available timelines for permit approvals, as well as tools for tracking the real-time status of permit applications. This bill would also require that the administration establish steps for accountability if agencies fail to meet the prescribed timelines. 
b. Int. 540-2024 
Int. 540, sponsored by Council Member Brannan, would require OTI (formerly known as DoITT) to conduct a feasibility study on a cloud-first policy, wherein cloud computing systems would be given preferential consideration when city agencies are developing technology solutions or strategies for software programs, mobile applications, or data storage. This bill would require that such study include evaluations of current cloud computing storage usage, and the feasibility of storing additional data on cloud computing systems rather than physical data storage systems owned by the city. The bill would require that such study assess the possibility of utilizing cloud computing systems to operate city agency mobile applications, software programs, and information technology services. 
Furthermore, the bill would require OTI to submit a report of the results of the feasibility study and the City’s readiness to adopt a cloud-first policy to the Speaker of the Council within one year of the effective date of the law. 
c. Int. 1066-2024
Int. 1066, sponsored by Council Member Williams, would create a task force to review the impacts of artificial intelligence on civil service employees. This bill would require that the task force be comprised of the heads of DCAS and DCWP or their designees, as well as the heads or designees of other city agencies and offices within the mayor’s office with subject matter expertise in artificial intelligence. One position on the taskforce would be reserved for a representative of the municipal labor committee, to be designated by the chair of such committee. 
This bill would require that the taskforce convene not less than once every six months, and to create a mechanism for city employees to provide information and evidence of the impacts of artificial intelligence on their working conditions. The bill authorizes the taskforce to then provide recommendations to the mayor or the speaker of the council. 
d. Int. 1235-2025
Int. 1235, sponsored by Council Member Brewer, would require the commissioner of DORIS to create a centralized FOIL request website to receive, track, update, and post responses to agency FOIL requests. This bill would also require the commissioner to create performance guidelines for agencies based on FOIL response statistics for each agency, and to convene semi-annual meetings of agency FOIL officers regarding the implementation of, and updates to, such centralized FOIL website. 
VI. CONCLUSION 
It is crucial to understand how New York City is beginning to integrate artificial intelligence into government operations, while also attempting to establish safeguards around its use. The Committees look forward to hearing updates on the state of the City workforce’s use of AI, ADS, and other automated technology systems and understand their impact on agencies’ abilities to deliver critical services to New Yorkers. 

Int. No. 372
By Council Members Powers, Restler, Louis and Lee
..Title
A Local Law to amend the administrative code of the city of New York, in relation to establishing timelines for the approval of permits and expanding real time tracking of pending permits
..Body

Be it enacted by the Council as follows:

1

2

Section 1. Chapter 6 of title 23 of the administrative code of the city of New York is amended by adding a new section 23-602 to read as follows:
§ 23-602 Timelines for the approval of permits. a. Public timelines. Each city agency that issues permits or licenses shall establish and maintain, for each such permit or license, publicly available timelines that approximate how long an applicant should expect to wait for a decision on such applicant’s permit or license application. Such timelines shall be publicly available no later than December 31, 2023. 
b. Real time tracking. Each city agency that issues permits or licenses shall establish tools that allow applicants to track the status of their applications in real time. Such tracking systems shall be operational no later than December 31, 2023. 
c. Accountability. On or before December 31, 2023, the mayor shall establish methods of holding agencies accountable if they do not adequately meet the timelines the agencies establish. 
§ 2. This local law takes effect immediately. 
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Int. No. 540

By Council Members Brannan, Brewer, Banks, Brooks-Powers, Williams, Restler, Menin, Hudson, Louis and Lee

..title
A Local Law in relation to an assessment of a cloud-first policy for city technology systems
..Body

Be it enacted by the Council as follows:

	Section 1. Assessment of a cloud-first policy for city technology systems. 
a. Definitions. As used in this section, the following terms have the following meanings:
Cloud computing system. The term “cloud computing system” means a system providing ubiquitous on-demand network access to a shared pool of configurable computing resources, including but not limited to networks, servers, storage, applications, and services, that can be rapidly provisioned and released to a requesting party with minimal management intervention or service provider interaction.
Department. The term “department” means the department of information technology and telecommunications.
b. The department shall assess the feasibility of a cloud-first policy in which the use of a cloud computing system would be given preferential consideration when city agencies are developing technology solutions, strategies, and operational deployment plans for any software program, mobile application, or data storage need. Such assessment shall include an evaluation of current usage of cloud computing systems by city agencies and determine the feasibility of storing additional city agency electronic data at rest on cloud computing systems, rather than on physical data storage systems owned by the city, as well as the feasibility of further utilizing cloud computing systems in the operation of city agency mobile applications, software programs, and the provision of information technology services. Such assessment shall further assess the readiness of city agencies for such a cloud-first policy.
c. No later than one year after the effective date of this local law, the department shall submit to the speaker of the council a report of the results of the assessment conducted pursuant to subdivision b of this section. Such report shall include, but not be limited to, the following:
1. an analysis of the technology needs of city agencies and the ability of cloud computing systems to meet such needs, including consideration of what needs would be most or least suitable for utilization of cloud computing systems;
2. an analysis of whether any barriers in procurement process or policy prevent further utilization of cloud computing systems by city agencies; 
3.  an analysis of any information or skills that would be required for city employees to utilize cloud computing systems for which training or retraining of such employees would be necessary;
4. an analysis of the security of cloud computing systems, relative to other information technology solutions; 
5. an analysis of the feasibility of transitioning legacy systems to utilize cloud computing systems;
6. an analysis of any implications related to current software licenses;
7. an estimate of the costs, per unit of data, of storing, retrieving, and removing data from the average cloud computing system; 
8. potential or actual cost differentials, in both personal services and other than personal services, between cloud computing systems and alternative technology solutions;
9. a brief analysis of the current and prospective cloud computing system providers, including a description of their physical principal places of business; and
10. a description of the requirements that a current cloud computing system provider is required to meet, and recommendations on the requirements that prospective cloud computing system providers should meet in the future, particularly in relation to the physical data center location, the physical security of the data center, the deployment model of the cloud computing system, the disaster recovery strategy, the mechanics of reporting a security breach, the data duplication process utilized, the level of encryption utilized, the financial stability of the provider, the auto-deletion options, suggested auditing protocols, and any terms that a contract with a cloud computing system provider should include, such as an indemnification clause. 
§ 2. This local law takes effect immediately. 
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Int. No. 1066
By Council Members Williams, Menin, Gutiérrez, Louis, Ossé, Nurse, Riley, Banks, Hanif, Hudson, Gennaro, Stevens, Ayala, Rivera, Hanks and Feliz

..Title
A Local Law to amend the administrative code of the city of New York, in relation to the creation of a task force to review the impacts of artificial intelligence on civil service and civil service employees
..Body

Be it enacted by the Council as follows:
Section 1. Subchapter 1 of chapter 1 of title 3 of the administrative code of the city of New York, is amended by adding a new section 3-119.5.1 to read as follows:
§3-119.5.1. Task force on the impacts of artificial intelligence on civil service. a. An   interagency task force on the impacts of artificial intelligence on civil service shall be established, consisting of the heads of the following agencies, or their designees: 
1. The department of citywide administrative services; 
2. The department of consumer and worker protection; and
3. Such other offices within the office of the mayor and such other agencies which shall be designated by the mayor, including, when appropriate, agencies with subject matter expertise in artificial intelligence. 
b. There shall be one seat on the taskforce reserved for a representative of the municipal labor committee designated by the chair of the municipal labor committee. 
c. The taskforce shall convene not less than once every six months to examine the impacts of artificial intelligence on civil service and civil service employees. The taskforce shall create a mechanism for city employees to provide information and evidence of the impacts of artificial intelligence on their positions, or on others in their agency, to the taskforce. The taskforce may provide recommendations to the mayor or the speaker of the council to address any impacts of artificial intelligence on civil service or civil service employees. 
§ 2. This local law takes effect 180 days after it becomes law.
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Int. No. 1235

By Council Members Brewer, Gutiérrez, Schulman, Rivera, Cabán, Brannan, Hanif, Banks, Williams, Menin, Joseph, Ayala, Avilés, Sanchez, Krishnan, Marte, Restler, Narcisse, Nurse, Louis, Bottcher, Stevens, De La Rosa and Hanks

..Title 
A Local Law to amend the New York city charter, in relation to the creation of a centralized system for processing freedom of information law requests
..Body

Be it enacted by the Council as follows:


4

43

Section 1. Chapter 72 of the New York city charter is amended by adding a new section 3012 to read as follows:
§ 3012 Centralized freedom of information law request system. a. For the purposes of this section, the following terms shall have the following meanings:
Agency. The term “agency” means any governmental entity of the city of New York subject to the requirements of article 6 of the public officers law;
Request. The term “request” means a freedom of information law request for records made pursuant to article 6 of the public officers law and received by an agency.
b. The commissioner, in consultation with the department of information technology and telecommunication or any successor agencies, shall develop and maintain a portal to process all requests for records made pursuant to article 6 of the public officers law, whether such requests are received through this system or sent directly to an agency by any method. Such portal shall be maintained on the department’s website, and shall provide information documenting each step of the freedom of information law process for each request received, including the following information, which shall be in a machine readable and externally searchable format:
1. A unique identification number for each request;
2. A title related to the content of each request, as summarized by the freedom of information law officer for the applicable agency;
3. The date each request was received by the applicable agency;
4. The date of such agency’s acknowledgment of receipt of the request;
5. The date of the expected response as provided in the acknowledgment;
6. The number of extensions of time to respond indicated by the applicable agency to date;
7. The date of any determination made in response to the request;
8. Whether the request was granted in whole, granted in part and denied in part, or denied in whole;
9. If the request was denied in whole or in part, which specific exemptions under subdivision 2 of section 87 of the public officers law were cited, if any;
10. If the request was denied in whole or in part, whether the agency determined there were no responsive records;
11. The date of filing for any appeal of the final response;
12. The status of any appeal;
13. If an appeal was denied in whole or in part, which specific exemptions under subdivision 2 of section 87 of the public officers law were cited, if any;
14. The total dollar amount of all fees collected from the freedom of information law requestor;
15. How many records were produced, if any;
16. Whether the request was subject to a proceeding filed under article 78 of the civil practice law and rules, and if so, the result of such proceeding and the date of the final judgment;
17. The amount of attorney’s fees assessed by the court to be paid by the agency, if any, pursuant to any related proceeding under article 78 of the civil practice law and rules; 
18. The date of any appeal of a judgment of a proceeding filed under article 78 of the civil practice law and rules and the result of such appeal; and
19. A downloadable copy of the records released for the request, in a machine readable format if one exists.
c. The portal developed and maintained pursuant to subdivision b of this section shall allow:
1. Agencies to receive and respond to requests for records from within the portal;
2. Agencies to upload digital files containing requested records in multiple formats, including open and machine-readable formats;
3. Agencies and the public to track the progress of each request; 
4. Members of the public to file requests on the portal developed and maintained pursuant to this section;
5. For the full text search of the content of all requests on the portal developed and maintained pursuant to this section as well as the ability to filter search results by any of the categories described in subdivision b of this section;
 	6. For the full text search of all machine-readable records made available in response to a request on the portal developed and maintained pursuant to this section;
7. For access to electronic copies of all records, regardless of form or format, sent in response to a request on the portal developed and maintained pursuant to this section. 
8. For access to the data within the site through an application programming interface;
9. For any person to request and receive automated notifications of any determination or other action involving information required to be reported on the portal relating to any request on such portal;
10. For any person to access a directory, which shall be prominently displayed on the portal, that includes the name, title, and contact information for each records access officer and records access appeals officer at each agency; and
11. For any person to access statistics on requests made through the portal developed and maintained pursuant to this section, disaggregated by agency, including the aggregate number of monthly, yearly, and year-to-date requests received, number of requests for which some or all of such request is outstanding, number of requests for which some or all of the request has been outstanding for more than 30 business days, number of requests the agency granted in whole, number of requests the agency denied in whole, number of requests the agency granted in part and denied in part, and average resolution time for requests. Such statistics shall be updated on a monthly basis.
d. The information required to be posted on the portal pursuant to paragraphs 1 through 18 of subdivision b of this section shall be posted with respect to each request as soon as practicable, but in no case more than 10 business days after the occurrence of any determination regarding the release of records and any other action involving information required to be reported on such portal relating to a request. Information published pursuant to paragraph 19 of subdivision b of this section shall be posted 14 days after being made available to the requestor.
f. The website of every agency shall include a link to the portal developed and maintained pursuant to subdivision b of this section.
g. Upon receipt of any request by means other than the portal, the receiving agency shall enter the request into the portal, and shall track the progress of such request as required by subdivision c of this section. 
h. The department, in consultation with the mayor’s office of operations and as part of the mayor’s management report as required by section 12, shall develop performance guidelines in connection with the statistical information required to be made available pursuant to paragraph 11 of  subdivision c of this section. The department shall hold a hearing on the subject of such performance guidelines at which members of the public may provide comments and feedback. The department shall finalize such guidelines after considering public comments and feedback. 
i. At a minimum of every 6 months, the department shall distribute information to agency freedom of information law officers on updates to the portal and best practices for responding to freedom of information law requests.     
j. Within 90 days of the enactment of this local law, the department shall submit an implementation plan to the mayor and the speaker of the council. The plan shall describe the steps necessary to implement the requirements of this local law, and the standards for the tracking of, and filing of, requests and responses to such requests.
§ 2. This local law shall take effect 1 year after it becomes law. 
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Res. No. 860

..Title
Resolution calling upon the New York City Department of Citywide Administrative Services to develop and implement a qualifying practical exam for painters as part of the civil service testing process.
..Body

By Council Members Farías, Banks and Louis

Whereas, The City of New York recognizes the critical role that painters play in maintaining the safety, functionality, and aesthetic integrity of its buildings and infrastructure; and
Whereas, The current civil service examination process for painters primarily assesses candidates through a multiple choice exam, which does not sufficiently evaluate hands-on skills necessary for this trade; and
Whereas, The implementation of a practical exam for painters will provide a more comprehensive assessment of candidates' abilities and ensure that only qualified professionals are certified to work in this role; and
Whereas, The qualifying practical test shall assess the candidate’s ability to prepare various types of surfaces for painting, measure and mix paint materials, apply paint using hand and electric tools and equipment, and demonstrate proficiency in other related tasks necessary for the role; and
Whereas, Candidates will only be scheduled to take the qualifying practical test if they have successfully passed the multiple choice exam and met all of the qualifying requirements; and
Whereas, A passing score of at least 70% on the qualifying practical test shall be required for certification; and
Whereas, Those with part-time experience working fewer than 35 hours per week must convert their part-time experience into a full-time equivalent using the following formula: (Number of hours worked per week / 35) x (Number of months worked) = Full-time equivalent months; and
Whereas, Graduates of a union-certified painter apprenticeship program should receive credit for one full year of experience, rather than the current six months credited, in recognition of the program’s rigor and relevance to the profession; and
Whereas, Establishing and implementing a practical exam will promote a higher standard of competency among painters, ensuring that work performed in New York City meets both safety and professional standards; now, therefore, be it
Resolved that the Council of the City of New York calls upon the Department of Citywide Administrative Services to develop and implement a qualifying practical exam for painters as part of the civil service testing process 
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