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I. INTRODUCTION

On November 25, 2025, the Committee on Technology, chaired by Council Member Jennifer Gutiérrez, will conduct a hearing to vote on Proposed Int. 199-A, sponsored by Council Member Gutiérrez, in relation to establishing an office of algorithmic accountability; Proposed Int. 926-A, sponsored by Council Member Julie Menin, in relation to establishing basic compliance standards for the use of artificial intelligence by city agencies; Proposed Int. 1024-A, sponsored by Council Member Gutiérrez, in relation to requiring a list of artificial intelligence systems that have been assessed by the office of algorithmic accountability; and Proposed Int. 1235-A, sponsored by Council Member Gale Brewer, in relation to the creation of a centralized system for processing freedom of information law requests.
The Committee heard previous versions of Proposed Int. 199-A, Proposed Int. 926-A, and Proposed Int. 1024-A on October 28, 2024 as well as a previous version of Proposed Int. 1235-A on June 26, 2025. Those that testified included representatives from the New York City Office of Technology and Innovation (“OTI”), formerly known as the Department of Information Technology and Telecommunications, (“DoITT”), the Department of Records and Information Services (“DoRIS”), technology research and advocacy groups, legal organizations, civil rights organizations, community-based nonprofit organizations, and other interested members of the public.





II. BACKGROUND 
A. AUTOMATED DECISION SYSTEMS
Automated Decision Systems (“ADS”) or algorithmic tools may vary in their complexity.[footnoteRef:1] There are simple rule-based algorithms, machine learning tools or non-generative artificial intelligence; and generative artificial intelligence.[footnoteRef:2] The Oxford English Dictionary defines an algorithm as “a procedure or set of rules used in calculation and problem-solving.”[footnoteRef:3] Algorithms began as relatively simple sets of steps; however, due to advances in computing and the ability to collect, compute, and compare ever-larger amounts of data, algorithms have become more complex and powerful. The proliferation of algorithms led to the creation of automated decision systems where computer systems make decisions with little to no human oversight.  [1:  See Outsourced and Automated Report: How AI Companies Have Taken Over Government Decision-Making, EPIC, p.11, https://epic.org/wp-content/uploads/2023/09/FINAL-EPIC-Outsourced-Automated-Report-w-Appendix-Updated-9.26.23.pdf. ]  [2:  See id. ]  [3:  Algorithm, OXFORD ENGLISH DICTIONARY (3d ed. 2012), http://www.oed.com/view/Entry/4959?redirectedFrom=algorithms. ] 

Today, a wide variety of government entities use these automated decision systems to help address social problems. For instance, the Social Security Administration uses algorithms to aid its agents in evaluating benefits claims; the Internal Revenue Service uses them to select taxpayers for audit; the Food and Drug Administration uses algorithms to study patterns of foodborne illness; the Securities and Exchange Commission uses them to detect trading misconduct; local police departments employ algorithms to help predict the emergence of crime surges; courts use them to help sentence defendants; and parole boards use them to predict who is least likely to reoffend.[footnoteRef:4] New York City uses ADS to assist agencies in placing students in public schools,[footnoteRef:5] to suggest hospitals for Emergency Medical Services based on patient needs,[footnoteRef:6] and determine optimal routes for conducting business inspections.[footnoteRef:7]  [4:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 64–65 (2019).]  [5:  MySchools is a tool used by the Department of Education which utilizes the Gale-Shapley deferred acceptance algorithm to match applicants to schools. NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf, p. 9.]  [6:  EMS Hospital Suggestion Algorithm is a tool used to determine the closest, appropriate hospital to an incident location based on the needs of a patient requiring transport. NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf, p. 32.]  [7:  Route Automation is a tool used by the Department of Consumer and Worker Protection to generate a route for an inspector on a specific date based on configuration variables and geographic area. NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf, p. 7.] 

Artificial intelligence (“AI”) is “a machine-based system that can, for a given set of human-defined objectives, make predictions, recommendations, or decisions influencing real or virtual environments.”[footnoteRef:8] Artificial intelligence comprises, among other things, the technologies of deep learning, natural language processing, machine vision, speech recognition, and expert systems.[footnoteRef:9] [8:  Harold Booth et al., Secure Software Development Practices for Generative AI and Dual-Use Foundation Models: An SSDF Community Profile, NIST Special Publication 800-218A (2024), https://doi.org/10.6028/NIST.SP.800-218A. ]  [9:  Deep learning utilizes neural networks, a computer system modeled after the human brain and nervous system which uses layers of interconnected software nodes that learn from large amounts of data. This is similar to how humans learn from their experiences. See Bob Lambrechts, May It Please the Algorithm,  J. KAN. B. ASS'N, January 2020, at 36, 38. ] 

a. Benefits and Risks of Automation in the Public Sector 
ADS, algorithmic tools and AI have the potential to increase efficacy and fairness in the delivery of government services.[footnoteRef:10] As demonstrated in the medical profession, formalized analysis of datasets can result in better assessments of risk than less formal professional determinations developed over years of experience in practice.[footnoteRef:11] An algorithm’s data analysis can reveal patterns not previously noticed, recognized or precisely quantified.[footnoteRef:12] For example, systematic tracking of restaurant reviews, such as those contained on services like Yelp, can inform city health inspectors about food-borne illnesses emerging from the restaurants in their jurisdictions.[footnoteRef:13] In addition, integrating data across siloed administrative domains, such as education and general welfare, and then using that data to prioritize families in need of government help, can improve social service delivery.[footnoteRef:14] [10:  Sanam Hooshidary, Chelsea Canada, William Clark, Artificial Intelligence in Government: The Federal and State Landscape, NCSL (Nov. 22, 2024), https://www.ncsl.org/technology-and-communication/artificial-intelligence-in-government-the-federal-and-state-landscape. ]  [11:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 115–16 (2018).]  [12:  Kathleen Walch, How AI Is Finding Patterns And Anomalies In Your Data, Forbes (May 10, 2020), https://www.forbes.com/sites/cognitiveworld/2020/05/10/finding-patterns-and-anomalies-in-your-data/. ]  [13:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 115–16 (2018) (citing See Edward L. Glaeser et al., Big Data and Big Cities: The Promises and Limitations of Improved Measures of Urban Life (Harv. Bus. Sch. NOM Unit, Working Paper No. 16-065, 2015), https://dash.harvard.edu/bitstream/handle/1/24009688/16-065.pdf). ]  [14:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 115–16 (2018).] 

Although algorithmic decision-making systems promise improvements in speed, efficiency and fairness, there are several risks that are associated with these tools, including a lack of transparency, privacy, security risks, and potential algorithmic bias.[footnoteRef:15] An algorithmic process will typically involve: (1) the construction of a model to achieve some goal, based on analysis of collected historical data; (2) the coding of an algorithm that implements this model; (3) collection of data about subjects to provide inputs for the algorithm; (4) application of the prescribed algorithmic operations on the input data; and (5) outputs in the form of predictions or recommendations based on the chain of data analysis.[footnoteRef:16] Some believe that algorithms automatically result in objective decisions; however, there are many examples that show that they can reinforce or even amplify existing biases.[footnoteRef:17] Most developers neither disclose their predictive models or algorithms nor do they publish the source code for their software, making it impossible for the consumer to inspect the system. [footnoteRef:18] Many criticize this “black box” that results from these systems, which, without proper audit, may be discriminatory, erroneous, or otherwise problematic.[footnoteRef:19]  [15:  Emily Barnes, Higher Education’s AI Dilemma: Powerful Tools, Dangerous Tradeoffs, VKTR (Apr. 15, 2025), https://www.vktr.com/ai-ethics-law-risk/higher-educations-ai-dilemma-powerful-tools-dangerous-tradeoffs/; Alexandra Jonker, Julie Rogers, What is algorithmic bias?, IBM (Sept. 20, 2024), https://www.ibm.com/think/topics/algorithmic-bias#:~:text=Authors,programming%20decisions%20or%20result%20interpretation. ]  [16:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 107–08 (2018).]  [17:  Simson Garfinkel, Jeanna Matthews, Stuart S. Shapiro, Jonathan M. Smith, “Toward Algorithmic Transparency and Accountability,” Communications of the ACM, Vol. 60 No. 9, Page 5, https://cacm.acm.org/magazines/2017/9/220423-toward-algorithmic-transparency-and-accountability/fulltext. ]  [18:  Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 Yale J. L. & Tech. 103, 107–08 (2018).]  [19:  Id.] 

The increasing use of AI technology has important implications for privacy.[footnoteRef:20] For example, facial recognition technology may collect or store facial images, posing varying levels of risk. [footnoteRef:21] One of the concerns raised in connection with this technology is the inability of individuals to remain anonymous in public or the use of the technology without individuals’ consent.[footnoteRef:22] Facial-recognition technology is used widely in verification tools, by law enforcement, including New York City Police Department[footnoteRef:23] and the Department of Investigation.[footnoteRef:24] Reasonable concerns about the accuracy and bias of these technologies have also raised questions.[footnoteRef:25]  [20:  Alice Gomstyn, Alexandra Jonker, Exploring privacy issues in the age of AI, IBM (Sept. 30, 2024), https://www.ibm.com/think/insights/ai-privacy. ]  [21:  United States Government Accountability Office, Facial Recognition Technology: Privacy and Accuracy Issues Related to Commercial Uses (July, 2020), https://www.gao.gov/assets/gao-20-522.pdf, p.2.]  [22:  Id.]  [23:  NYPD, Facial Recognition: Impact and Use Policy (Nov, 24, 2023), https://www.nyc.gov/assets/nypd/downloads/pdf/public_information/post-final/facial-recognition-nypd-impact-and-use-policy_11.24.23.pdf. ]  [24:  NYC OTI, Summary of Agency Compliance Reporting of Algorithmic Tools CY 2023, p. 27 (Mar., 2024), https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf.]  [25:  Larry Hardesty, Study finds gender and skin-type bias in commercial artificial-intelligence systems, MIT News (Feb. 11, 2018), https://news.mit.edu/2018/study-finds-gender-skin-type-bias-artificial-intelligence-systems-0212; an MIT study concluding that tested facial-recognition technologies were 99% accurate for light-skinned men, but only 66%-80% accurate for darker-skinned women.] 

Bias can generally result from at least one of two factors during the development of an algorithm.[footnoteRef:26] The first is largely internal to the process of data collection—when errors in data collection, including inaccurate methodologies, incomplete data gathering, or non-standardized self-reporting lead to inaccurate depictions of reality.[footnoteRef:27] The second type is more externally sourced and occurs when the underlying subject matter draws on information that reflects or internalizes some variations of structural discrimination, hence influencing the resulting data, such as attempting to understand factors for successful careers by drawing information from an industry that systematically promoted men over women.[footnoteRef:28]  [26:  Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. Rev. 54, 141 (2019) (citing Kate Crawford et al., The AI Now Report: The Social and Economic Implications of Artificial Intelligence Technologies in the Near-term, 6-7 (2016), https://assets.ctfassets.net/8wprhhvnpfc0/3JOy5k4f1YSCQOi8MCCmA2/97010d04fbc7892662ce8b2469dc1601/AI_Now_2016_Report.pdf).]  [27:  Id.]  [28:  See Joanna Bryson, Three Very Different Sources of Bias in AI, and How to Fix Them, Adventures NI (Jul. 13, 2017), http://joanna-bryson.blogspot.com/2017/07/three-very-different-sources-of-bias-in.html; demonstrating that bias is introduced to artificial intelligence when there is poor quality data that is tainted with human biases and/or when the formal models behind AI are not well reasoned; Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. REV. 54, 141 (2019). ] 

While the effects of algorithms' predictions can be troubling in themselves, they become even more problematic when government agencies use them to distribute resources or impose retribution. An individual can be denied parole or credit, fired, or not hired for reasons they will never know and which cannot be articulated.[footnoteRef:29]  [29:  See Robert Brauneis, Ellen P. Goodman, Algorithmic Transparency for the Smart City, 20 YALE J. L. & TECH. 103 (2018).] 

b. Automated Decision Systems Used by New York City Agencies
On November 19, 2019, then-Mayor Bill de Blasio issued Executive Order 50, which established the role of the Algorithms Management and Policy Officer (“AMPO”).[footnoteRef:30] The AMPO’s role was to serve as a centralized resource for guiding the City and its agencies in the development, responsible use, and evaluation of algorithmic and related technical tools and systems.[footnoteRef:31] Furthermore, the AMPO was responsible for coordinating agency reporting on the use of these tools, managing public engagement strategies, and maintaining a public-facing platform for transparency and community feedback.[footnoteRef:32] The AMPO also had to prepare biennial reports, the first of which was released in 2020.[footnoteRef:33] However, Executive Order No. 3 of 2022, issued by Mayor Eric Adams on January 19, 2022, discontinued the existence of the AMPO and moved some of its responsibility to OTI, a new agency that consolidated various existing tech-driven city agencies.[footnoteRef:34] [30:  Office of Mayor Bill de Blasio, Executive Order No. 50 of 2019.]  [31:  Id.]  [32:  Id.]  [33:  NYC Algorithms Management and Policy Officer, Summary of Agency Compliance Reporting CY 2020 (2020), https://www.nyc.gov/assets/oti/downloads/pdf/reports/ampo-agency-compliance-cy-2020.pdf. ]  [34:  Office of Mayor Eric Adams, Executive Order No. 3 of 2022.] 

However, Local Law 35, passed in 2021, continue to mandate the reporting of algorithmic tools on a yearly basis. The following table shows how the number of ADS tools used by city agencies has changed since 2020.
Table 1. Agencies by total number of ADS reported in 2020,[footnoteRef:35] 2021,[footnoteRef:36] 2022[footnoteRef:37] and 2023.[footnoteRef:38] [35:  Algorithms Management and Policy Officer, CY2020 IMPLEMENTING EXECUTIVE ORDER 50 (2019): SUMMARY OF AGENCY COMPLIANCE REPORTING, https://www.nyc.gov/assets/oti/downloads/pdf/reports/ampo-agency-compliance-cy-2020.pdf. ]  [36:  NYC OTI, CY2021 SUMMARY OF AGENCY COMPLIANCE REPORTING OF ALGORITHMIC TOOLS, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2021-algorithmic-tools-reporting.pdf. ]  [37:  NYC OTI, CY2022 SUMMARY OF AGENCY COMPLIANCE REPORTING OF ALGORITHMIC TOOLS, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2022-algorithmic-%20tools-reporting.pdf. ]  [38:  NYC OTI, CY2023 Summary of Agency Compliance Reporting of Algorithmic Tools, https://www.nyc.gov/assets/oti/downloads/pdf/reports/2023-algorithmic-tools-reporting-updated.pdf. ] 

	Agency
	Number of Tools Reported 2020
	Number of Tools Reported 2021
	Number of Tools Reported 2022
	Number of Tools Reported 2023

	311
	0
	0
	**
	**

	Administration for Children's Services, ACS
	2
	2
	2
	5

	Business Integrity Commission, BIC
	0
	0
	0
	0

	Chief Technology Officer, CTO
	0
	0
	**
	**

	Civic Engagement Commission, CEC
	1
	1
	***
	***

	Civilian Complaint Review Board, CCRB
	0
	0
	0
	0

	Commission on Human Rights, CCHR
	0
	0
	0
	0

	Conflicts of Interest Board, COIB
	0
	0
	0
	0

	Cyber Command, Cyber
	0
	0
	**
	**

	Department for the Aging, DFTA
	0
	0
	0
	0

	Department of Buildings, DOB
	0
	0
	0
	0

	Department of City Planning, DCP
	0
	0
	0
	0

	Department of Citywide Administrative Services, DCAS
	0
	0
	0
	0

	Department of Consumer and Worker Protection, DCWP
	1
	1
	1
	1

	Department of Correction, DOC
	1
	1
	1
	0

	Department of Cultural Affairs, DCLA
	0
	0
	0
	0

	Department of Design and Construction, DDC
	0
	0
	0
	0

	Department of Education, DOE
	3
	3
	3
	5

	Department of Environmental Protection, DEP
	0
	0
	0
	1

	Department of Finance, DOF
	0
	0
	0
	0

	Department of Health and Mental Hygiene, DOHMH
	1
	1
	9
	16

	Department of Housing Preservation and Development, HPD
	0
	0
	0
	0

	Department of Information Technology and Telecommunications, DOITT
	0
	0
	**
	**

	Department of Investigation, DOI
	0
	1
	1
	1

	Department of Parks & Recreation, DPR
	0
	0
	0
	0

	Department of Probation, DOP
	0
	0
	0
	0

	Department of Records and Information Services, DORIS
	0
	0
	0
	0

	Department of Sanitation, DSNY
	0
	0
	0
	0

	Department of Small Business Services, SBS
	0
	0
	0
	0

	Department of Social Services, DSS
	1
	1
	1
	3

	Department of Taxi & Limousine Commission, TLC
	0
	0
	0
	0

	Department of Transportation, DOT
	0
	0
	0
	0

	Department of Veterans' Services, DVS
	0
	0
	0
	0

	Department of Youth and Community Development, DYCD
	0
	0
	0
	0

	Fire Department, FDNY
	3
	6
	6
	4

	Landmarks Preservation Commission, LPC
	0
	0
	0
	0

	Law Department
	0
	0
	0
	0

	Mayor's Office
	0
	0
	3
	3

	New York City Housing Authority, NYCHA
	0
	0
	0
	0

	New York Police Department, NYPD
	3
	3
	3
	3

	NYC Emergency Management, NYCEM
	0
	0
	0
	0

	Office of Administrative Trials and Hearings, OATH
	0
	0
	0
	0

	Office of Chief Medical Examiner, OCME
	0
	1
	1
	1

	School Construction Authority, SCA
	0
	0
	0
	1

	Office of Technology and Innovation
	*
	*
	0
	1

	Economic Development Corporation, EDC
	*
	*
	0
	0

	Health + Hospitals, H+H
	*
	*
	*
	1

	Public Design Commission, PDC
	*
	*
	*
	0

	GRAND TOTAL
	16
	21
	31
	46


* These agencies did not appear in the corresponding year’s report.
** These agencies were combined into OTI starting in 2022.
*** These agencies were combined into the Mayor’s Office starting in 2022.
As indicated above in Table 1, the number of automated decision systems used by New York City agencies increased from 16 in 2020 to 46 in 2023. Specifically, the Department of Health and Mental Hygiene (“DOHMH”) expanded its use of ADS from 1 in 2020 to 16 in 2023, the Department of Social Services (“DSS”) increased its use from 1 in 2020 to 3 in 2023, the Department of Education (“DOE”) went from 3 in 2020 to 5 in 2023, and the Administration for Children's Services (“ACS”) went from 2 in 2020 to 5 in 2023.
On October 16, 2023, Mayor Eric Adams announced his administration’s plan for responsible artificial intelligence use in New York City government titled “The New York City Artificial Intelligence Action Plan” (“AI Action Plan”).[footnoteRef:39] The AI Action Plan outlined seven key initiatives and a timeline for realizing each initiative.[footnoteRef:40] The first initiative, “design and implement a robust governance framework,” stated that the administration shall establish an AI Steering Committee, composed of representatives of OTI divisions and other city agencies, which shall establish guiding principles and definitions for the responsible use of AI across agencies.[footnoteRef:41] In alignment with these principles, the AI Steering Committee is then required to provide agencies with guidance on the uses and risks of emerging forms of AI, focusing first on generative AI tools – in particular, large language models and other related technologies.[footnoteRef:42] According to the AI Action Plan, this initiative and subsequent reports were required to be completed and published within three months of January 16, 2024.[footnoteRef:43] [39:  NYC, Mayor Adams Releases First-of-Its-Kind Plan for Responsible Artificial Intelligence Use in NYC Government (Oct. 16, 2023), https://www.nyc.gov/office-of-the-mayor/news/777-23/mayor-adams-releases-first-of-its-kind-plan-responsible-artificial-intelligence-use-nyc#/0.]  [40:  NYC OTI, The New York City Artificial Intelligence Action Plan, Oct. 2023, https://www.nyc.gov/assets/oti/downloads/pdf/reports/artificial-intelligence-action-plan.pdf; The seven initiatives outlined in the “The New York City Artificial Intelligence Action Plan” are as follows: 1) Design and Implement a Robust Governance Framework, 2) Build External Relationships, 3) Foster Public Engagement, 4) Build AI Knowledge and Skills in City Government, 5) Support AI Implementation, 6) Enable Streamlined and Responsible AI Acquisition, and 7) Ensure Action Plan Measures are Maintained and Updated, and Report Annually on the City’s Progress. ]  [41:  Id at p. 16.]  [42:  Id at p. 16.]  [43:  Id at p. 16.] 

In January 2024, Mayor Adams’ administration announced the establishment of the AI Steering Committee.[footnoteRef:44] The Committee was chaired by Chief Technology Officer, Matthew Fraser, and additionally comprised of 23 representatives from 16 city agencies, 8 OTI divisions, and the AI Advisory Network, which includes subject matter experts from the private sector and academia.[footnoteRef:45]  [44:  NYC OTI: Artificial Intelligence, https://www.nyc.gov/content/oti/pages/artificial-intelligence. ]  [45:  Id.] 

On March 7, 2024, the AI Steering Committee published their first round of AI Action Plan deliverables, which included two reports: (1) “Artificial Intelligence: Principles & Definitions,” which included key AI principles and definitions; and (2) “Preliminary Use Guidance: Generative Artificial Intelligence,” a guide for the use generative AI by City agencies.[footnoteRef:46] The first report, “Artificial Intelligence: Principles & Definitions” articulated five core principles: (1) validity and reliability; (2) social responsibility; (3) information privacy; (4) cybersecurity; and (5) trust and transparency.[footnoteRef:47] In line with these principles, the “Preliminary Use Guidance: Generative Artificial Intelligence” report included specific recommendations for cybersecurity, information privacy, trust and responsibility, and transparency.[footnoteRef:48] This report advised agencies to: review their internal policies on technology and software usage; consult with Agency Privacy Officers before deploying generative AI tools; ensure that any new generative AI content is vetted by personnel prior to dissemination; and consistently label content produced by AI, among thirteen other recommendations on how to responsibly use and deploy generative AI tools.[footnoteRef:49] [46:  NYC OTI, OTI Announces Progress on Nation’s First Comprehensive Artificial Intelligence Action Plan, https://www.nyc.gov/content/oti/pages/press-releases/oti-announces-progress-on-nations-first-comprehensive-artificial-intelligence-action-plan. ]  [47:  NYC OTI, Artificial Intelligence: Principles & Definitions (Mar. 5, 2024), https://www.nyc.gov/assets/oti/downloads/pdf/about/artificial-intelligence-principles-definitions.pdf. ]  [48:  Id.]  [49:  Id at p. 3 – 5. ] 

B. DIGITAL TRANSPARENCY IN NEW YORK CITY’S WORKFORCE 
a. Freedom of Information Law 
On September 1, 1974, the original New York State Freedom of Information Law (“FOIL”) went into effect.[footnoteRef:50] Since then, the state legislature repealed the law and reenacted it with revisions.[footnoteRef:51] FOIL establishes a broad standard of disclosure on the state and local government; the legislature designed FOIL to grant the public maximum access to governmental records.[footnoteRef:52]  The law aims to enhance accountability to the public by encouraging governmental transparency.[footnoteRef:53] In signing FOIL into law in 1974, then-Governor Malcolm Wilson stressed the importance of open government to a free society and the need for FOIL to engender public understanding and participation.[footnoteRef:54] [50:  Axel Ebermann, The New York State Freedom of Information Law (FOIL) Turns 50 (Sept. 1, 2024), https://nyopengov.org/blog/the-new-york-state-freedom-of-information-law-foil-turns-50/. ]  [51:  See Weston v. Sloan, 619 N.Y.S.2d 255, 256 (1994). ]  [52:  Capital Newspapers Div. of Hearst Corp. v. Burns, 505 N.Y.S.2d 576, 578 (1986).]  [53:  New York's Freedom of Information Law, Practical Law Practice Note w-000-7048 (citing see N.Y. Pub. Off. Law § 84. Fink v. Lefkowitz, 419 N.Y.S.2d 467, 470 (1979)).]  [54:  Governor’s Memorandum 1974 N.Y. Laws, Chs. 578, 579, 580, 1974 Legis. Ann., at 392, cited in Russo v. Nassau Community College, 81 N.Y.2d 690, 697 (1993); Capital Newspapers, 67 N.Y.2d at 565–66.] 

Although FOIL has undergone several amendments—most notably the reenactment and substantive restructuring that became effective on January 1, 1978—there has been no major overhaul of the law since that date. Technology, on the other hand, has transformed virtually every aspect of how government entities generate, store, and disseminate records. For example, cloud-based storage solutions make it far easier for agencies to share public records in accessible, self-service formats.[footnoteRef:55] At the same time, the public now expect more transparency and timely responses to requests.[footnoteRef:56] [55:  4 Tech Trends for Increasing Government Transparency in 2025, SDL (Dec. 20, 2024), https://getsdl.com/resources/blog/4-tech-trends-for-increasing-government-transparency-in-2025/.]  [56:  Id. ] 

The law provides several exemptions for cases in which records are not subject to FOIL.[footnoteRef:57]  However, the Court of Appeals has consistently held “that FOIL is to be liberally construed and its exemptions narrowly interpreted so that the public is granted maximum access to the records of government.”[footnoteRef:58] The burden of proof rests upon the government agency claiming the exemption to establish that the requested material is exempt from disclosure.[footnoteRef:59] [57:   Pub. Off. Law § 87(2); “[an] agency may deny access to records or portions thereof that: (a) are specifically exempted from disclosure by state or federal statute; (b) if disclosed would constitute an unwarranted invasion of personal privacy under the provisions of subdivision two of section eighty-nine of this article; (c) if disclosed would impair present or imminent contract awards or collective bargaining negotiations; (d) are trade secrets or are submitted to an agency by a commercial enterprise or derived from information obtained from a commercial enterprise and which if disclosed would cause substantial injury to the competitive position of the subject enterprise; (e) are compiled for law enforcement purposes [with exceptions] (f) if disclosed could endanger the life or safety of any person … ”.]  [58:  Newsday, Inc. v. Sise, 71 N.Y.2d 156, 150 (1987), cert. denied, 486 U.S. 1056 (1988).]  [59:  Pub. Off. Law § 89(4)(b); Russo v. Nassau Community College, 81 N.Y.2d 690, 697–98 (1993).] 

The procedures governing an agency’s response to a FOIL request are set forth in NYS Public Officers Law § 89(3)(a).[footnoteRef:60] Under that statute an agency is required to respond within five business days of receipt of a written request. That response must either grant the request, deny the request in writing, or provide a statement of the approximate date by which the request will be granted or denied, which must be “reasonable under the circumstances.”[footnoteRef:61]  [60:  Pub. Off. Law § 89(3)(a). ]  [61:  Mark C. Mahoney, Uphill Battle for Transparency in Government Continues, THE DAILY GAZETTE, Mar. 15,
2019, https://perma.cc/KFP6-SENH.  ] 

When requesters are denied information, the decision may be appealed within 30 days by sending a letter to the Agency Appeals Officer or the denial could be challenged in court.[footnoteRef:62] The Freedom of Information Law provides that in an Article 78 proceeding to review an administrative determination denying access to a record the court may assess, against the agency involved, reasonable attorney's fees and other litigation costs reasonably incurred by a person in any case in which such person has substantially prevailed, when (1) the agency had no reasonable basis for denying access, or (2) the agency failed to respond to the request or appeal within the statutory time.[footnoteRef:63] The attorneys’ fee provision has both a mandatory and discretionary component. Fees are mandatory where the requester “substantially prevailed” in a FOIL litigation and the agency had “no reasonable basis for denying access.”[footnoteRef:64] By contrast, under § 89(4)(c)(i), fees are discretionary when a requester denied access has “substantially prevailed” in a FOIL litigation and the agency’s response was untimely.[footnoteRef:65]  [62:  Pub. Off. Law § 89(4)(a)-(b).]  [63:  Pub. Off. Law § 89(4)(c); see N.Y. Jur. 2d, Costs in Civil Actions § 5.]  [64:  New York Public Officers Law § 89(4)(c)(ii). ]  [65:  See Pub. Off. Law § 89(4)(c)(i), (ii).] 

b. FOIL Request Process
	Any member of the public has a right to inspect and copy government files under FOIL.[footnoteRef:66] There are several ways to file a FOIL request for city records, including: in person; by mail; and by email, or electronic means, if the agency permits.[footnoteRef:67] The easiest way to submit a request to a city agency online is via the city’s portal,[footnoteRef:68] OpenRecords.[footnoteRef:69] The portal provides an option to select the agency and describe the type of information requested.[footnoteRef:70] As of 2024, 55 New York City agencies and offices voluntarily use the OpenRecords portal to support transparency and facilitate compliance with FOIL.[footnoteRef:71] However, not all agencies participate in this process; as of June 11, 2025, the Department of Design and Construction (“DDC”), Department of Health and Mental Hygiene (“DOHMH”), Department of Homeless Services (“DHS”), Department of Parks and Recreation (“DPR”), and the Human Resources Administration (“HRA”) are not using OpenRecords.[footnoteRef:72] Additionally, entities such as NYEDC, NYC Health and Hospitals Corporation (“HHC”), and the New York City Housing Authority (“NYCHA”) also do not make use of OpenRecords, even though the Mayor could direct such entities to utilize the portal.[footnoteRef:73] [66:  See M. Farbman & Sons, Inc. v. New York City Health & Hosps. Corp., 62 N.Y.2d 75, 80 (1984). ]  [67:  See N.Y. Pub. Off. Law §§ 89(3)(c), 87(4)(b) and (c).]  [68:  DORIS: Welcome to NYC Government’s home for filing Freedom of Information Law (FOIL) requests, https://a860-openrecords.nyc.gov/. ]  [69:  Reuven Blau, How to File a Freedom of Information Law Request and Avoid Process Pitfalls, THE CITY, https://www.thecity.nyc/2023/10/24/how-to-freedom-information-law-request/]  [70:  Id. ]  [71:  DORIS: About OpenRecords, https://a860-openrecords.nyc.gov/about.]  [72:  DORIS, Welcome to NYC Government’s home for filing Freedom of Information Law (FOIL) requests,  https://a860-openrecords.nyc.gov/.]  [73:  Id.] 

c. Backend of Open Records 
In 2014, DORIS and the Department of Information Technology and Telecommunications (“DoITT”) began working with open source code developed by Code for America to develop their own open source centralized portal to manage FOIL requests.[footnoteRef:74] The resulting platform, the OpenRecords portal, allows members of the public to easily submit FOIL requests to City agencies, as previously discussed. Agency staff can use automated tools within the system to respond to requests, provide estimated response timelines, and, when appropriate, publish responsive records directly on the portal, excluding any that contain personal privacy information. As of June 11, 2025, there are 513,823 requests available on OpenRecords.[footnoteRef:75] 63,836 requests are marked “Open” and 449,987 requests are marked “Closed.”[footnoteRef:76]  [74:  DORIS: About OpenRecords, https://a860-openrecords.nyc.gov/about. ]  [75:  DORIS: FOIL Request Stats, https://a860-openrecords.nyc.gov/report/show, ]  [76:  Id.] 

Despite the OpenRecords portal having the capabilities for City agencies to publish records directly on the website, where anyone could later review them, very few requests utilize this feature, despite the majority of records being marked as “Closed.”[footnoteRef:77] Many of the records marked as “Closed” contain no or very limited information about the request themselves and the agency’s response.[footnoteRef:78] This results in less transparency for the public and hampers the public’s ability to hold the government accountable, while also being inefficient for City agencies who may have to reply to duplicate requests.  [77: Based on observation by Committee Staff of records at https://a860-openrecords.nyc.gov/request/view_all, ]  [78:  Id. ] 

III.	LEGISLATION 
Proposed Int. 0199-A, A Local Law to amend the New York city charter and the administrative code of the city of New York, in relation to establishing an office of algorithmic accountability
This bill would establish an office of algorithmic accountability. The office would be responsible for working with city agencies to promote transparency and accountability, by analyzing algorithmic tools used by city agencies, conducting pre-deployment assessments of the risks associated with the intended use of algorithmic tools; creating a public-facing platform that provides a mechanism for the submission of comments and questions by the public about a specific algorithmic tool used by an agency; establishing a protocol for receiving complaints from members of the public about the city’s use of algorithmic tools; and conducting corrective action related to the city’s use of an algorithmic tool. The bill would also require the office to report to the council and the mayor a summary of the results of such assessments of algorithmic tools used by City agencies.
The bill would take effect 180 days after it becomes law.
Proposed Int. 0926-A, A Local Law to amend the New York city charter and the administrative code of the city of New York, in relation to establishing basic compliance standards for the use of artificial intelligence by city agencies
This bill would require the office of algorithmic accountability to promulgate rules establishing basic compliance standards that all agencies must meet when developing, procuring, deploying, and using public-impacting artificial intelligence. These standards would be reviewed annually.
The bill would take effect on the same data as Proposed Int. 199-A.
Proposed Int. 1024-A, A Local Law to amend the administrative code of the city of New York, in relation to requiring a list of artificial intelligence systems that have been assessed by the office of algorithmic accountability
This bill would require the office of algorithmic accountability to make publicly available on the city’s website a list of all artificial intelligence systems for which it has conducted a pre-deployment assessment. The list would be required to be updated annually. 
The bill would take effect on the same data as Proposed Int. 199-A.
Proposed Int. 1235-A, A Local Law to amend the New York city charter, in relation to the creation of a centralized system for processing freedom of information law requests. 
This bill would require the Commissioner of the Department of Records and Information Services (“DoRIS”) to create and maintain a centralized portal for Freedom of Information Law (“FOIL”) requests within 18 months of the effective date of this bill. The portal would be required to allow the public to submit, track, and receive updates on FOIL requests, and to view agency responses once released. It would also require DoRIS to submit to the Mayor and the Speaker of the Council an implementation plan within 6 months, describing the steps necessary to implement the requirements of the portal.
The bill would take effect immediately.
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Proposed Int. No. 199-A

By Council Members Gutiérrez, Hanif, Hudson, Restler, Williams, Ossé Nurse, Louis, Cabán, De La Rosa, Sanchez and Farías (by request of the Queens Borough President)

..Title
A Local Law to amend the New York city charter and the administrative code of the city of New York, in relation to establishing an office of algorithmic accountability
..Body

Be it enacted by the Council as follows:
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Section 1. Chapter 1 of the New York city charter is amended by adding a new section 20-u to read as follows:
§ 20-u. Office of algorithmic accountability. a. Definitions. As used in this section, the following terms have the following meanings:
Affected person. The term “affected person” means an individual whose rights, liberties, benefits, or safety may be impacted by the city’s use of an algorithmic tool. 
Algorithmic tool. The term “algorithmic tool” has the same meaning as set forth in section 3-119.5 of the administrative code.
Director. The term “director” means the director of algorithmic accountability.
Identifying information. The term “identifying information” has the same meaning as set forth in section 23-1201 of the administrative code.
Office. The term “office” means the office of algorithmic accountability.
b. Office established. The commissioner of the department of information technology and telecommunications shall establish an office of algorithmic accountability. Such office shall be headed by a director of algorithmic accountability who shall be appointed by the mayor. Such office shall also include other employees as may be designated by the commissioner of the department of information technology and telecommunications to assist in the performance of the duties of such office. In the event the director is removed or resigns, the mayor shall appoint a new director within 90 days of such removal or resignation. 
c. Powers and duties. The director shall have the power and duty to:
1. Collaborate with agencies to: 
(a) Analyze algorithmic tools submitted to the office by an agency to determine whether the office identifies a risk that the proposed use of such tool could result in discriminatory decision-making as a result of actual or potential biases and, where applicable, whether the proposed use of such tool would satisfy the basic compliance standards promulgated pursuant to subdivision e of this section, and report the findings of such analysis to such agency, and repeat such analysis no less than once every 4 years or when a modification is made to the design or functionality of the tool that may affect such tool’s outcomes; 
(b) Assist agencies with compliance with laws and regulations pertaining to the use of algorithmic tools; and
[bookmark: _Hlk210727490](c) Conduct pre-deployment assessments of the risks associated with the intended use of algorithmic tools;
2. Create and maintain a public-facing platform that provides a mechanism for the submission of comments and questions by members of the public about a specific algorithmic tool used by an agency and make such comments and questions publicly available in chronological order to the extent possible without disclosing identifying information;
3. Establish a protocol in consultation with the commissioner of investigation for receiving complaints from members of the public about the city’s use of algorithmic tools and referring such complaints to the appropriate agency or office, and for making such complaints publicly available in chronological order to the extent possible without disclosing identifying information; 
4. Plan and implement a public engagement and education strategy related to the city’s use of algorithmic tools;
5. Establish a protocol for receiving information, inquiries, and requests for assistance from agencies, and conduct regular outreach, no less than annually, to each agency informing them of the assistance that the office of algorithmic accountability can provide to them, and requesting any information that the office of algorithmic accountability may require in order to meet its legal requirements; 
6. Conduct corrective action related to the city’s use of an algorithmic tool that the director deems appropriate, including providing training for an agency’s personnel regarding the use of such a tool and suspending the use of a tool:
(a) if the director determines that the use of such tool does not satisfy the basic compliance standards promulgated pursuant to subdivision e of this section, where applicable; or 
(b) if the director determines that there is a risk that the proposed use of such tool could result in discriminatory decision-making as a result of actual or potential biases; 
7. Promulgate rules consistent with the purpose of this section; and
8. Perform other relevant duties as the mayor may assign.
d. Agency cooperation. All city agencies shall cooperate with the office to facilitate the timely and efficient performance of such office’s duties.

DRAFT
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§ 2. Section 3-119.5 of the administrative code of the city of New York, as added by local law number 35 for the year 2022, is amended to read as follows:
§ 3-119.5 [Annual reporting on algorithmic] Algorithmic tools. a. For purposes of this section, the term “algorithmic tool” means any technology or computerized process that is derived from machine learning, artificial intelligence, predictive analytics, or other similar methods of data analysis, that is used to make or assist in making decisions about and implementing policies that materially impact the rights, liberties, benefits, safety or interests of the public, including their access to available city services and resources for which they may be eligible. Such term includes, but is not limited to tools that analyze datasets to generate risk scores, make predictions about behavior, or develop classifications or categories that determine what resources are allocated to particular groups or individuals, but does not include tools used for basic computerized processes, such as calculators, spellcheck tools, autocorrect functions, spreadsheets, electronic communications, or any tool that relates only to internal management affairs such as ordering office supplies or processing payments, and does not materially affect the rights, liberties, benefits, safety or interests of the public.
b. Each agency shall report to the [mayor’s] office of [operations, or any other office or agency designated by the mayor] algorithmic accountability, no later than December 31 of every year, every algorithmic tool that the agency has used one or more times during the prior calendar year or will use within the following calendar year.
c. Each agency shall provide the following information about each algorithmic tool reported pursuant to subdivision b of this section:
1. The name or commercial name, and a brief description of such algorithmic tool;
2. The purpose for which the agency is using such an algorithmic tool;
3. The type of data collected or analyzed by the algorithmic tool and the source of such data; 
4. A description of how the information received from such algorithmic tool is used;
5. Whether a vendor or contractor was involved in the development or ongoing use of the algorithmic tool, a description of such involvement, and the name of such vendor or contractor when feasible; [and]
6. The month and year in which such algorithmic tool began to be used, if known; 
7. Whether, since the prior report, any modifications were made to the design or functionality of the tool that may affect the tool’s outcomes; and
8. Whether such algorithmic tool has been assessed by the office of algorithmic accountability pursuant to subparagraph (a) of paragraph 1 of subdivision c of section 20-u of the charter, a summary of the result of such an assessment, and whether any corrective actions were conducted.
d. The [mayor’s] office of [operations] algorithmic accountability, or any other office or agency designated by the mayor, shall compile the information received pursuant to subdivisions b and c of this section, and a summary of the result of assessments conducted pursuant to subparagraph (a) and subparagraph (c) of paragraph 1 of subdivision c of section 20-u of the charter and report it to the mayor and the speaker of the council, disaggregated by agency, no later than March 31 of every year. 
e. No agency shall disclose any information pursuant to this section where such disclosure would violate local, state, or federal law, or endanger the safety of the public, or interfere with an active agency investigation. 
§ 3. This local law takes effect 180 days after it becomes law.
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Proposed Int. No. 926-A

By Council Members Menin, Gutiérrez, Brewer, Williams, Hanif, Salaam, Farías, Ariola, the Public Advocate (Mr. Williams), Joseph, Zhuang, Ung, Brannan, Cabán, Hudson, Louis and Morano (by request of the Manhattan Borough President)

..Title
A Local Law to amend the New York city charter, in relation to establishing basic compliance standards for the use of artificial intelligence by city agencies
..Body

Be it enacted by the Council as follows:


Section 1. Subdivision a of section 20-u of the New York city charter, as added by a local law for the year 2025 amending the New York city charter and the administrative code of the city of New York, relating to establishing an office of algorithmic accountability, as proposed in introduction number 199, is amended by adding new definitions of “artificial intelligence” and “public-impacting artificial intelligence” in alphabetical order to read as follows:
Artificial intelligence. The term “artificial intelligence” has the same meaning as set forth in subsection (3) of section 9401 of title 15 of the United States code.
Public-impacting artificial intelligence. The term “public-impacting artificial intelligence” means any artificial intelligence that could reasonably be expected to materially impact the rights, liberties, benefits, safety or interests of the public, including the public’s access to available city services and resources for which they may be eligible.
§ 2. Section 20-u of the New York city charter, as added by a local law for the year 2025 amending the New York city charter and the administrative code of the city of New York, relating to establishing an office of algorithmic accountability, as proposed in introduction number 199, is amended to add a new subdivision e to read as follows:
e. The office shall promulgate rules establishing basic compliance standards that all agencies must meet in developing, procuring, deploying, and using public-impacting artificial intelligence. Such rules shall include reporting requirements for agencies to document compliance with such standards. Such standards shall be reviewed no less than every other year and updated by rule as necessary. Such standards shall include, but need not be limited to: 
1. Procedures for ensuring fairness, transparency, and accountability in public-impacting artificial intelligence decision-making processes by evaluating the fairness of any determinations, and, to the extent technically feasible, an evaluation of the process and data inputs used to produce them, including but not limited to standards for evaluating the design, application, and outcomes of public-impacting artificial intelligence to guard against bias; 
2. Procedures for identifying, assessing, and mitigating risks associated with the use of public-impacting artificial intelligence, including but not limited to data protection risks; 
3. Procedures for regular monitoring and evaluation of public-impacting artificial intelligence;
4. Procedures for protecting individual privacy and civil liberties; and  
	5. Procedures for verifying that an agency complies with such standards when such agency uses any public-impacting artificial intelligence that such agency did not develop, does not maintain, or does not control.  
	§ 3. This local law takes effect on the same date as a local law for the year 2025 amending the New York city charter and the administrative code of the city of New York, relating to establishing an office of algorithmic accountability, as proposed in introduction number 199, takes effect. 
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Proposed Int. No. 1024-A

By Council Members Gutiérrez, Menin, Restler, Hanif, Brewer, Williams, Brannan, Hudson, Louis, Cabán, De La Rosa, Sanchez, Farías and the Public Advocate (Mr. Williams)

..Title
A Local Law to amend the administrative code of the city of New York, in relation to requiring a list of artificial intelligence systems that have been assessed by the office of algorithmic accountability
..Body

Be it enacted by the Council as follows:


Section 1. Subchapter 1 of chapter 1 of title 3 of the administrative code of the city of New York is amended by adding a new section § 3-119.5.1 to read as follows:
§ 3-119.5.1 Citywide list of artificial intelligence systems assessed by office of algorithmic accountability. a. No later than March 31, 2027, the office of algorithmic accountability shall make publicly available on the city’s website a list of all artificial intelligence systems for which it has conducted a pre-deployment assessment. The list shall include the following information: 
1. The name of such system and a description of such system; 
2. A list of each entity that developed such system or manages its use, including the name of any vendor or contractor to be engaged in connection with such system, and identification of the entity responsible for the development and ongoing use of such system;
3. A description of the purposes and uses for which such system would be deployed;
4. The date on which the pre-deployment assessment of such system was completed; 
5. A description of any risks identified by such pre-deployment assessment and any recommendations made by the office of algorithmic accountability in connection with such assessment as to how to minimize such risks;
6. A description of the data to which such system would have access at the time of use; and 
7. Whether any person or company not employed by the city of New York would require or have access to such system or the data used by such system. 
b. The list published pursuant to subdivision a of this section shall be updated annually, provided that no artificial intelligence system that has been assessed by the office of algorithmic accountability shall be removed from such list.
c. Inclusion of an artificial intelligence system on the list published pursuant to subdivision a of this section shall not be a prerequisite for use of such system by an agency.
§ 2. This local law takes effect on the same date as a local law for the year 2025 amending the New York city charter and the administrative code of the city of New York, relating to establishing an office of algorithmic accountability, as proposed in introduction number 199, takes effect. 
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Proposed Int. No. 1235-A
 
By Council Members Brewer, Gutiérrez, Schulman, Cabán, Brannan, Hanif, Banks, Williams, Menin, Joseph, Ayala, Avilés, Sanchez, Krishnan, Marte, Restler, Narcisse, Nurse, Louis, Bottcher, Stevens, De La Rosa, Hanks, Hudson, Feliz, Abreu, Farías, Riley, Gennaro, Dinowitz, Powers, Ossé, Holden, Salaam and Morano
..Title 
A Local Law to amend the New York city charter, in relation to the creation of a centralized system for processing freedom of information law requests
..Body

Be it enacted by the Council as follows:

Section 1. Chapter 72 of the New York city charter is amended by adding a new section 3012 to read as follows:
§ 3012 Centralized freedom of information law request system. a. For purposes of this section, the following terms have the following meanings:
Agency. The term “agency” means a governmental entity of the city of New York subject to the requirements of article 6 of the public officers law.
Request. The term “request” means a request for records made pursuant to article 6 of the public officers law.
b. No later than 18 months after the effective date of the local law that added this section, the commissioner, in consultation with the department of information technology and telecommunications or any successor agencies, shall develop and maintain a portal to process requests, whether such requests are received through such portal or sent directly to an agency by any other method. Access to such portal shall be maintained on the department’s website, and such portal shall provide information documenting each step of the freedom of information law process for each request received, including the following information, which shall be in a machine-readable and externally-searchable format:
1. A unique identification number;
2. A title related to the content of such request;
3. The date such request was received by the applicable agency;
4. The date of such agency’s acknowledgment of receipt of such request;
5. The expected date of such agency’s response, as provided in such acknowledgment;
6. The number of extensions of time to respond indicated by the applicable agency to date;
7. The date of any determination made in response to such request;
8. Whether such request was granted in whole, granted in part and denied in part, or denied in whole;
[bookmark: _Hlk214284977]9. If such request was denied in whole or in part, which specific exemption under subdivision 2 of section 87 of the public officers law or any other grounds cited as a basis for such denial;
10. If such request was denied in whole or in part, whether the agency determined there were no responsive records, if known;
11. The date of filing for any appeal of the final response;
12. The status of any appeal;
13. If the original denial was upheld in whole or in part on appeal, which specific exemptions under subdivision 2 of section 87 of the public officers law or any other grounds cited as a basis for such determination;
14. The total dollar amount of fees collected from the person who submitted such request;
15. The number of records that were produced, if any; and  
[bookmark: _Hlk213071006][bookmark: _Hlk213068745][bookmark: _Hlk214276537]16. A downloadable copy of records released in response to such request in a machine-readable format if one exists, except to the extent prohibited by New York city, New York state, or federal law, or to the extent that publication of such records would constitute an unwarranted invasion of personal privacy, as described in subparagraphs i through viii of paragraph (b) of subdivision 2 of section 89 of the public officers law, or would be inconsistent with section 23-1202 of the administrative code. 
c. The portal developed and maintained pursuant to subdivision b of this section shall allow:
1. Agencies to receive and respond to requests from within the portal;
2. Agencies to upload digital files containing records responsive to a request in multiple formats;
3. Agencies and members of the public to track the progress of a request;
4. Members of the public to file requests on such portal;
5. The full text search of the content of all requests on such portal, to the extent practicable, and the ability to filter search results by agency and by the information described in paragraphs 3, 4, 5, 7, 8, 9, 11, 12, 13, 14, and 15 of subdivision b of this section;
	6. The full text search of machine-readable records made available in response to a request on such portal and to which access is provided in accordance with paragraph 7 of this subdivision;
[bookmark: _Hlk213071064]7. Access to electronic copies of records, regardless of form or format, sent in response to a request on such portal, provided that such access is consistent with New York city, New York state, and federal law and does not result in an unwarranted invasion of personal privacy, as described in subparagraphs i through viii of paragraph (b) of subdivision 2 of section 89 of the public officers law, and provided further that such access shall be in accordance with section 23-1202 of the administrative code;
8. A person to elect to receive automated notifications of a determination or other action involving information required to be reported on such portal; 
9. Access to a directory, which shall be prominently displayed on such portal, that includes the name, title, and contact information for each records access officer and records access appeals officer at each agency; and
10. Access to statistics on requests made through such portal, disaggregated by agency, including the status of each request and the aggregate number of monthly, yearly, and year-to-date requests received. 
[bookmark: _Hlk213071095]d. The information required to be posted on the portal pursuant to paragraphs 1 through 10 of subdivision b of this section shall be posted with respect to each request as soon as practicable, but in no case more than 14 days after the occurrence of any determination regarding the release of records and any other action involving information required to be reported on such portal relating to a request. Records published pursuant to paragraph 16 of subdivision b of this section shall be posted 14 days after being made available to the requestor, except to the extent prohibited by New York city, New York state, or federal law, or to the extent that the release of such records would constitute an unwarranted invasion of personal privacy, as described in subparagraphs i through viii of paragraph (b) of subdivision 2 of section 89 of the public officers law, or would be inconsistent with section 23-1202 of the administrative code.
e. The website of every agency shall include a link to the portal developed and maintained pursuant to subdivision b of this section.
f. The information provided on the portal developed and maintained pursuant to subdivision b of this section shall also be made available to the public on a city website through a web application program interface, provided that for information required pursuant to paragraph 16 of subdivision b, the department may instead provide a link to such information through such web application program interface.
g. Upon receipt of a request by means other than the portal developed and maintained pursuant to subdivision b of this section, the receiving agency shall enter the request into such portal and shall track the progress of such request as required by subdivision c of this section.
h. The department, in consultation with the mayor’s office of operations and as part of the mayor’s management report as required by section 12, shall develop performance indicators in connection with the statistical information required to be made available pursuant to paragraph 10 of subdivision c of this section. 
i. Within 180 days of the enactment of this local law, the department shall submit an implementation plan to the mayor and the speaker of the council. The plan shall describe the steps necessary to implement the requirements of this local law, and the standards for the tracking and filing of requests and responses to such requests.
j. This section shall not be construed to create a private right of action to enforce the provisions set forth in this section. Failure to comply with this section shall not result in liability to the city or an agency or employee thereof. 
§ 2. In the course of developing performance indicators in connection with the statistical information required to be made available pursuant to paragraph 10 of subdivision c of section 3012 of the New York city charter, as required by subdivision h of section 3012 of the New York city charter, the department of records and information services shall hold a public hearing at which members of the public may provide comments and feedback on such performance indicators. Such department shall finalize such performance indicators after considering public comments and feedback. 
§ 3. This local law takes effect immediately.
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