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I. Introduction


On October 16, 2017, the Committee on Technology, chaired by Council Member James Vacca, will hold a hearing on Int. No. 1696, A Local Law in relation to automated processing of data for the purposes of targeting services, penalties, or policing to persons.  

II. Background 

Consumer data use throughout the economy has been increasing rapidly as a result of an influx of smartphones and computers in households throughout the world.
 Algorithms are a set of instructions that computers and other smart devices employ to carry out a task, such as automated reasoning tasks and data processing.
  Algorithms are used to make recommendations as far as what products to buy and what social network connections to use.  Computer algorithms are widely used throughout our economy and in the public domain to make decisions that have extensive impacts, such as decisions on applications for education, credit, healthcare, and employment.
  Algorithms implement institutional decision-making based on analytics, which involves the discovery, interpretation, and communication of meaningful patterns in data.
  
Although some of the benefits that can be offered by algorithmic decision-making include speed, efficiency and fairness, there is a common misunderstanding that algorithms automatically result in unbiased decisions.
  Most privately owned developers that sell technologies for a profit, do not publish the source code for their software, making it impossible for the consumer to inspect. This lack of publication can result in security flaws leading to hacks or data leaks
 and can threaten one’s privacy by gathering data without our knowledge.
  One significant example involves the criminal justice system’s decision making process, where algorithms are used to help inform choices regarding officer deployment, risk assessment, sentences in criminal cases and bail.
     
Some supporters of these methods state that these algorithms reduce human decision-making error and also reduce incarceration by identifying prisoners who are unlikely to commit future crimes if released from prison.
  However, there are concerns that these risk assessment instruments disproportionately harm minorities.
  In 2016, ProPublica, a nonprofit composed of reporters and editors who perform studies and investigate government, politics, businesses and criminal justice issues, published a report on the algorithm used in Broward County, Florida. ProPublica analyzed risk scores of over 7,000 people arrested during a two-year period in Broward County, tracking who was charged with any new crimes over the next two years.
  According to the analysis, ProPublica found that the algorithm used in Broward County failed to accurately predict future crimes by African-American defendants at nearly twice the rate as white defendants.

There have also been some cases where inmates have been denied parole, regardless of having a nearly impeccable record of rehabilitation, because  a computer system considered these inmates a “high risk.”  However, the parole board was uncertain how the “risk” score was calculated because the company that sells the software would not release its source codes.
  
III. Int. No. 1696 Summary

Int. No. 1696 would require agencies that use algorithms or other automated processing methods that target services, impose penalties, or police persons to publish the source code used for such processing. It would also require agencies to accept user-submitted data sets that can be processed by the agencies’ algorithms and provide the outputs to the user. 

Int. No. 1696
By Council Member Vacca

..Title

A Local Law to amend the administrative code of the city of New York, in relation to automated processing of data for the purposes of targeting services, penalties, or policing to persons
..Body
Be it enacted by the Council as follows:

Section 1. Section 23-502 of the administrative code of the city of New York is amended to add a new subdivision g to read as follows:

g. Each agency that uses, for the purposes of targeting services to persons, imposing penalties upon persons or policing, an algorithm or any other method of automated processing system of data shall: 

1. Publish on such agency’s website, the source code of such system; and

2. Permit a user to (i) submit data into such system for self-testing and (ii) receive the results of having such data processed by such system.

§ 2. This local law takes effect 120 days after it becomes law.
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